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A survey of malicious hardware in FPGA is considered. The methods for
malicious hardware searching and preventing its loading into FPGA are highlighted as
well. A conclusion is made that FPGA is the most-safe device against malicious
hardware loading. A stack processor structure is proposed which can be used for
monitoring the malicious hardware.
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VY crarTi OrIsAarThCS MOMKIJIMBOCTI BIPOBAKEHHS 3JIOHAMIPEHO CTBOPEHOTO
amapaTHoro 3abe3nedenns (3CA3) y mporpaMOBaHUX JIOTIYHUX IHTETPAIbHUX CXeMaxX
(ILTIC), cmoco6iB iX BHUSBICHHA Ta MEPEUIKOKAHHA iX BIPOBALKEHHIO. PobuThCs
BHCHOBOK 11po Te, 1o [IJIIC e Haitbinbin 3axuineHi Big BupoBamkeHas B HuX 3CA3.
3anpononoBano 610k MoHiTOpiHTY 3CA3 Ha 6a3i CTEKOBOTO MPoIecopa.
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Introduction. Malicious hardware is the hardware, which is designed and
implemented to violate the security and reliability of the computer systems. Many
issues of malicious hardware in ASICs are described in [1]. Recently, more attention is
paid to malicious hardware which is implemented in the field programmable gate
arrays (FPGAs) [2,3]. The development and implementation of projects for FPGA has
the same stages as the creation of the software: compilation, and debugging of the
programs written in a high-level programming language, loading of the codes into the
equipment. Therefore, the well-known malicious software and malicious hardware
have much in common. But the second one needs more investigations.

Types of malicious hardware. The classification of malicious hardware comes
from the classification of malicious software. A backdoor or a trapdoor allows the
access to a computer system that is not subject to its specifications. It can be
implemented during the development of the computer system or during its upgrade.
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A kill switch is a malicious artificial object that allows the attackers to interfere
with the correct functioning of the hardware. The kill switch causes a failure in the
form of an inability to perform the necessary functions. It can be installed as part of
the FPGA hardware or the FPGA configuration.

An FPGA virus is part of the FPGA configuration, which can cause the short-
circuiting of the outputs of the internal gates and, as a result, the overheating and
failure of the chip [4].

Trojan hardware is a wide variety of malicious hardware. Like the software
Trojans, this malicious hardware is implemented by third parties and is intended to
make a violation of the normal device operation, such as slowing down, or
transmitting or receiving important information through a hidden channel [5].

By the size and number of involved inputs-outputs, the malicious hardware
blocks are divided into small and large ones. A large block is much easier to activate
and detect than a small one. But it has a functionality that provides the solutions that
cause great losses.

Malicious hardware can be activated from the outside through a hidden channel
or from inside. The latest malicious hardware is divided into al/ways-on and on-
demand activated hardware. The always-on malicious hardware is permanently
activated and may interfere the functioning of the computer system at any time. The
on-demand malicious hardware is inactive until a certain condition is met. This may be
the fixation of a given internal logical state or state of input signals or overflow of an
internal counter. Such malicious hardware cannot be detected until its activation.

The information transmitting malicious hardware is designed to send secret
information from a protected area to the outside. For example, a certain change in the
network parameters of the encryption block allows the spy to determine the encryption
key through the analysis of power consumption of the computer system.

Ability to implement malicious hardware in FPGA. Theoretically, malicious
hardware can be embedded in FPGA during crystal manufacturing. But due to the fact
that at the production stage there is no thought about where and how the FPGA would
be used, what kind of firmware would be implemented, the implementation of
malicious hardware is too difficult [6].

The FPGA firmware can always be designed in a state of secrecy. Therefore, a
project for FPGA is protected, if it is not acquainted with an intruder. Since the
operation of FPGA is based on the information in the configuration file, the standard
methods of the information protection are applied to it.

The attacks on the hardware, which are used for the conventional chips, are
unacceptable for FPGAs because they lead to the configuration destruction. In order to
inject the malicious hardware into FPGA, the malefactor must have the initial or the
precisely reconstructed project.

Nevertheless, the additional protection measures are being taken in responsible
applications. The simplest measure is the one-time programming, when the full access
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to the configuration is not possible. During the last two decades, FPGA encrypts the
configuration file, which allows it to be loaded into FPGA multiple times after shutting
down and turning on the power without any unauthorized copying. This additionally
makes it impossible to reconstruct the project.

In addition, the partial FPGA reconfiguration, which allows the intruder to
attach the parts of the project, is prohibited in the encrypted mode. Also, the
requirement to turn off the power before downloading a new configuration destroys
the previous configuration. The configuration file key is stored in battery-operated
RAM of FPGA, which is automatically erased when it is turned off. The known attack
methods on this key disable this power and break the cipher since the key is stored at
the depth of the crystal under several layers of dielectrics and metallization.

Thus, perhaps the only opportunity to insert the malicious hardware into the
FPGA is its attachment during the design process. For example, the designer can insert
an IP core from a third-party vendor with the malicious hardware hidden in it. Such an
IP core can be embedded in an automated software program generator that invisibly
invades this malicious hardware to the project [6].

Ways to detect malicious hardware. There are three basic approaches to
detect malicious hardware in FPGA. They are an analysis of project files, testing with
the automatic test generation and analysis of signals from the side channels [5]. But
without knowledge of the logical network, its location, and activation method of the
malicious hardware, it is virtually impossible to find a test sequence that detects the
presence of this malicious hardware.

The analysis of the information leakage in the side channels allows the
investigator to detect the presence of malicious hardware. For example, the feedback
signals such as power consumption, infrared radiation, and radio frequency can be
analyzed. The efficiency of this method is increased if the special modules which are
introduced in the chip that contribute to this analysis. These may be the voltage and
temperature sensors, delay measurement modules placed at different points of the chip,
as well as the built-in self-testing circuit [2].

In contrast to the complex analysis of ASIC, the detection of malicious hardware in
FPGA is trivial. Any correction of the configuration file changes its control code. In
addition, the existing software tools make it possible to compare the project versions at
different design stages to distinguish the unwanted logic networks [6].

Prevention of malicious hardware introduction. The harmful effect of the
malicious hardware can be made impossible by the special measures of the structural
design. So, a redundant method can counteract the kill switches, and the introduction
of the infrastructure modules like the parametric sensors help to detect the malicious
hardware.

The most of FPGA projects are built around the general purpose processor
which runs some user programs under some RTOS. This processor and its memory
remain the target for the attacks from both malicious hardware and software. The most
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effective way is the spatial and logical isolation of the responsible blocks like this
processor from the rest of the computer system. This is the essence of the moats and
drawbridges method. This isolation greatly complicates the configuration of the hidden
channel and simplifies its detection.

Block of monitoring the malicious hardware. To remove a side channel
through a module with shared access, for example, the shared memory, the mechanism
for access confirmation is usually used. Then, the request monitoring block denies
access to the shared module from other modules that do not have this right, including
the malicious hardware [2].

A small 8-bit configured microcontroller, such as SMS, described in [7] is
proposed to serve as a block of monitoring the malicious hardware. Its features are
very small hardware volume, short instructions (8-bit and16-bit instructions), which
are implemented for one or two clock cycles. Table 1 shows the parameters of the
SMS8 core configured in FPGAs of different series.

The microcontroller core has a very small share in the total hardware volume
and moderate speed, which is enough for its functioning. It could not seriously infer
the computer system project configured in FPGA. From this point of view, this core
can serve as the malicious hardware as well. Therefore, its investigations can help to
investigate the problem of malicious hardware revealing.

Table 1
Parameters of the SM8 microcontroller core
FPGA Hardware Share of total Maximum clock
series volume volume frequency, MH?
Xilinx XC7K480T 181 LC 0.038% 250
Intel 10M50 1164 LE 2.3% 150
Intel 10CX220 210 ALM 0.095% 230

Conclusions. In recent times, a lot of attention is being paid to the malicious hard-
ware problem due to the fact that it poses a serious threat to the security of the state and
people. The detecting or removing the malicious hardware embedded in FPGA is a very
complicated task. However, the implementation of malicious hardware in the FPGA-
based computing systems is considerably complicated compared to ASICs. The cheapest
and most reliable way to prevent the implementation of malicious hardware in FPGA is to
perform the appropriate security measures when designing a configuration file for the
project. The structural and logical measures that prevent the introduction of malicious
hardware are redundant design, spatial and logical isolation of critical units, access control
to shared resources, minimization of noise switching, implementation of infrastructure
modules to counteract malicious hardware. The development, detection, counteraction,
and prevention of malicious hardware is a range of tasks that require further multilateral
scientific and technical research.
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3JIOHAMIPEHO CTBOPEHE AITAPATHE 3ABE3IIEYEHHA ¥ IVIIC

AKTyaJIbHiCTh TeMH JocjigxkeHHs. Ha BigMiHy BiJl 370HaMipeHO CTBO-
PEHHOTO0 MPOrpaMHOro 3a0e3NEYEeHHs, 3JI0HaMIPEHO CTBOPEHOMY alapaTHOMY
3a0e3neueHHI0 (3CA3) npucBsiuyeThbesi HEAOCTaTHLO yBaru. B Toii sxe yac 3CA3 moxe
HAaHECTH HE MEHIIE IIKOAW, HiK MOTO MPOrpaMHUIN aHAJIOT, a METOIH 1 3aXOAH s
npotuaii 3CA3 po3BUHYTI HEIOCTATHBO.

AHaJII3 OCTaHHIX A0CiKeHb i myOJtikanii. [IpoTsaroM ocTaHHIX pPOKIB 3’ SBIISETHCA
BCe OUTbIIE cTaTell MPUCBSYCHHUX Kiacudikarii Ta 3axoaam BusiBieHHs Ta niporuaii 3CA3
ocobmBo y 3amoBnennx HBIC. Ane mpotnemam mporumii 3CA3 B mporpamoBaHHX
noriyaux iHTerpabaux cxemax (ILJIIC) mpucBsyeHO Majo HAyKOBUX POOIT.

BuaijieHHsl HeZOCJHiIKeHMX YaCcTHH 3arajbHoi mnpodJemu. Jlana craTTs
MPUCBSIYEHA OTUIATY, BUBUECHHIO Ta aHAJi3y MpoOeMm, sIKi OB’ 3aHi 3 BIIPOBAKEHHIM
3CA3 y IIIIC.

IMocTanoBka 3aBAaHHA. 3aBIaHHAM € TONIYK MEPCIEKTUBHOTO HAIPIMKY
nocmimxeraas 3CA3 y IUIIC ta ctBopenns 6510ky moHiTOpuHTY HasiBHOCTI 3CA3 Ta
MPOTHUIi HOTO BIUTUBY HA PECYPCH, SIKI PO3ALIAIOTHCS.

BukiaagenHss ocHOBHOro marepiaay. Posrmsnyro knmacudikamito 3CA3, ski
BripoBaKytoThcs y [IUIIC, nusaxu, HMOBIpHICTh Ta €()EKTUBHICTH iX BIPOBAHKECHHS
Ta 3aXO/AW IS iX BUSBJICHHS 1 3HEMIKOXKACHHS. 3alPONOHOBAHO OJIOK MOHITOPHHTY
HasBHOCTI 3CA3 Ta mpotuaii HOro BIUTMBY Ha PECypCH, SKi pO3AUIAIOTHCA. biiok
BUKOHAHO Yy BHUIJIAI Spa MIKPOKOHTPOJIEpa 31 CTEKOBOIO apXITEKTYpOIO, IKUH Ma€ SIK
MiHIMI30BaHi anapaTHi BUTpPATH, TaK 1 HEBEIUKUH 00’e€M BOYZOBAaHOTO MPOTPAMHOTO
3a0e3IeYeHHS.

BucnoBku. Becranosieno, mo [IJIIC € mocTtaTHbO 3aXUIIEHOI0 MIKPOCXEMOIO
Bin BmpoBamkeHHss 3CA3. Haitbinmem i#imoBipauM mxepenom 3CA3 y TUIIC e
BIpTyaJbHI MOAYNi, AKi TOCTAaBISIOTHCA CTOPOHHIMH KOMMaHisMH. s mpoTumii
takuM 3CA3 3ampornoHoBaHO 050K MOHITOpUHTY HasiBHOCTI 3CA3 Ta mpotuiii iioro
BIUIMBY Ha PECYPCH, SIKI pO3IUISIFOTHCS.
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