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Muxaiisio HoBorapcbkuii

ACHUHXPOHHHUIN METO/] HABYAHHS 3 NIIKPILJIEHHSIM
JJIA AKTOP-KPUTUK APXITEKTYP

B po6oTi po3risHyTo MeToA TNIMOOKOrOo HABYaHHA 3 MIAKPIMUICHHSM, SKE
IPYHTYEThCSI Ha 3aCTOCYyBaHHI ACHHXPOHHOTO TMIiAXOAy TpPH BHKOPHCTaHHI
rpajiieHTHOro CIycKy. Ha OCHOBI 3alpOnOHOBAaHOTO METOAY IOOYJOBaHO AaKTOp-
KPUTHK QJITOPUTM, IO XapPaKTEPU3YETHCS OUTBIIMM CTAOUTI3YI0OUMM €(PEKTOM Npu
HaBYaHHI y TIOPIBHSHHI 3 ICHYIOUMMH TMapajelbHUMU Metogamu. Kpim Toro,
3allpOMOHOBAHUI TMiAXiJ J03BOJIE PO3MApAIENIOBATH MPOIEC HAaBYAHHS MUIIXOM
3aCTOCYBaHHS BJIIACTUBOCTI 0araTosIEPHOCTI CydaCHUX KOMIT IOTEPiB.
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napajieJbHe HaBYaHHs, aCHHXPOHHUM I'PaJIEHTHUN CITyCK.
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The method of deep reinforcement learning is considered in the work, which
implements an asynchronous approach with the use of gradient descent. An actor-critic
algorithm based on the proposed method is constructed. Parallel asynchronous
algorithm is characterized by a greater stabilizing effect during learning process
compared with existing parallel methods. In addition, the proposed approach allows
parallelizing the learning process by applying the multi-core properties of modern
computers.

Key words: reinforcement learning, actor-critic algorithm, parallel learning,
asynchronous gradient descent.
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Introduction. In connection with the growing popularity of algorithms
concerning the field of artificial intelligence, the number of new approaches to the
development of reinforcement learning algorithms has significantly increased.

At the same time, deep neural networks are a promising means of implementing
artificial intelligence algorithms. However, application of reinforcement learning
algorithms to the mentioned networks is problematic, which is caused by
fundamentally unstable learning processes. In order to overcome this problem
considerable efforts have been made in recent years [1,2]. The main result of the study
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was that the main direction of increasing the sustainability of the learning process is to
use the previous experience of the agent to correct the following actions.

However, this approach also has its own negative sides, because it requires
additional memory and additional calculations per agent activity. Therefore, the main
direction of further development of these algorithms lies in the field of parallelization.
It is known that the fundamental difference between parallel algorithms from
sequential is the presence of a phase of interaction in which parallel fragments must
perform information exchange for the further successful advancement of local sub-
processes that form a common parallel process. From the point of view of the total
time of the algorithm, the interaction phase has a negative effect and therefore it is
natural to combine this phase with the phase of computation, which leads to
asynchronous parallel algorithms.

One of the well-known approaches that uses a parallel asynchronous algorithm
for generalized reinforcing learning is Gorila (General Reinforcement Learning
Architecture) [3]. In the Gorila algorithm, each agent is represented as a local sub-
process that operates in a separate copy of the medium with its own memory for the
accumulation of experience, and a learner who selects data from memory and
calculates loss gradients. The gradients are asynchronously transmitted to the central
parameter server, which updates the main copy of the model. Updated policy settings
are sent to agent-learner at certain intervals. Such an approach makes sense for
distributed systems because it is characterized by coarse-grained parallelism.

The algorithm "Sarsa" was proposed in [4]. This algorithm, as in the previous
case, uses several parallel sub-processes such as "agent-learner" to accelerate the
overall learning process. Each local sub-process shows a separate operation and
periodically exchanges information about the learning outcomes using direct
communications with other sub-processes. This approach allows for flexible
computational organization, but leads to a significant increase in the time of
interaction when there is an increase in the number of local sub-processes.

On the basis of the generalization of the above-mentioned approaches, a
framework of asynchronous algorithms was proposed in [5] to parallelize the
reinforcement learning process. In this framework, the parallel development algorithm
"Sarsa" was further developed, algorithms of the actor-critic method and the 7 -
stepping methods were considered.

The comparative characteristics of learning outcomes based on a wide range of
research in various fields of practical application have shown that actor-critic methods
have the best prospects. In this paper, the algorithm of parallel asynchronous learning
based on the actor-critic method is considered. This algorithm allows for scaling and
can be implemented without significant changes, so in multicore processors as in cloud
environments.

Basics of the reinforcement learning theory. The reinforcements learning is
used in algorithms to achieve a certain complex goal by maximizing the target
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parameter. As a rule, the goal is achieved by performing a significant number of steps
in a given direction. The choice of the right direction of movement is achieved by
choosing the appropriate rewards and punishments.

The actor-critic structure consists of two main parts, as shown in fig.
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Fig. 1. The actor-critic structure

The terminology for such algorithms includes such concepts as actors, critics,
states, rewards, etc. The actor performs certain activities that form a set of activities 4.
As a result of these actions, the actor changes his current state to a state that is an
element of the set of possible states §. If these activities move the learning process
into the right direction, then the actor receives an reward from the set of rewards R .
The actor chooses the next activity based on an analysis of the current state by
applying a policy m. The essence of 7 policy is to provide the actor with the greatest
rewards from the next activity. In addition to the short-term benefits of current
activity, the actor is also guided by the long-term profit that he can get in the long run

after a certain amount of activity. Therefore, we will determine V'™ (s) as expected

long-term profits from the current state s because of 7 policy implementation. There
is one more long-term profit Q , which differs from J that depends not only on the

current state, but also on the current activity a € 4. So Q" (s,a) means the long-

term profits from the current state, if the activity is carried out as a result of policyr.

Thus at any moment ¢, the policy 7 maps the state s to the activitya . After

performing the activity a,, the actor goes into the next state s, leand receives a

reward, which is represented by a scalar value 7,. After k steps, starting with the step

¢, the actor can accumulate total profits R = Z . fyk r where v € [O, 1] is the

+k
discount factor. The main objective of the actor is to maximize profits from each state

s,. Consequently, long-term profit from the implementation of activity a, in a state s,
is determined from the expression Q(st,at> = max Q" (s t,at) by choosing the
™

maximum long-term profit achieved by any policy. With the use of artificial neural
networks, as a universal approximator, we obtain the optimal function of long-term

profit Q(S, a) R~ Q(S,Cl;@). For this case, the parameter 6 is optimized by the
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iterative process of minimizing loss functions, where i -th loss function can be given
by an expression
2

L. (01') =E|{r+ ymaXQ(stH,atH;Hl.fl)— Q(st,at;ei) ,

a

where s, , is the state that arises after the states, and a, , is the activity that goes

+

after the activity a, .

This is one-step learning method, since the update of the value of the profit

takes place after every step in value » + v max Q(St RTCRE 9).
41

This is the simplest approach since the reword 7 depends directly on the previous
state and activity. Its main disadvantage is that the history of previous states s and

activities @ can only be taken into account indirectly through updates Q(S,a). This

leads to a slower learning due to reducing the sustainability of the learning process.
The natural way to increase the stability of the learning process is to apply
multi-step methods. In the case of using an artificial neural network to approximate the

function of long-term profit O (s, a) ~ Q (s,a;@) , we receive an update after n steps

that corresponds to the value
-1
R A R sk B A max anQ(SHn’a)'

Therefore, the parameter 6 can be optimized by minimizing loss functions

L ((9i> only after n steps, where the loss function can be given by expression

k=n—1 2
L (ei) = K|+ Z fyerk + mgx’y"Q(an,a,Qiil) - Q(St’at59i)
k=1

A significant disadvantage of this approach is the low degree of system
response to changing environmental conditions. Because the result is formed on the
basis of previous steps. Thus, the multi-step method can increase the stability of the
learning method by increasing the number of calculations and increasing the response
time to a situation that arises due to changes in the parameters of the environment.

Asynchronous learning. In this paper, it is proposed an approach to
reinforcement training that combines the benefits of one-step and multi-step methods
for the actor-critic structures. The main direction of further development reinforcement
learning algorithms for deep neural networks lies in the field of parallelization.
Therefore, in this approach, it is suggested to use parallel computing with shared
RAM. This allows you to effectively use the multi-core architecture of modern
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processors. At the same time, it is also important to have an effective computation
organization in such a parallel structure. It is known that the fundamental difference
between parallel algorithms from sequential is the presence of an interaction phase.
The organization of parallel computing with synchronous and asynchronous
interaction of processes is shown in fig. 2.

We can see that in the case of asynchronous computing we have the advantage
of combining the computation and interaction phases.
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Fig. 2. Synchronous and asynchronous calculations

Our parallel asynchronous actor-critic of the structure is shown in fig. 3.
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Fig.3. Parallel asynchronous actor-critic structure
The proposed parallel structure contains n actors that can simultaneously
accumulate experience of the environment, guided by local politics 7, (S t) . As shown

in [6], such an approach can be considered as an actor-critic architecture for which a
separate policy 7 1is typical for actors and the critic is determined by some value
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function V (St). Then the value Rt — V(St) can be considered as an estimate of some

advantage for activity @, in the states, .

If we denote by A(St,at,ﬁ) the function of the advantage generated by

artificial neural networks with parameters ), then we obtain the general expression for
parallel asynchronous method

(s a; 9) ka t+k+7kV<St+n39)_V<St39)-

The parallel asynchronous algorithm is proposed for reinforcement learning which
is based on the described approach. The pseudocode of this algorithm is shown in fig. 7.

Set shared and local parameters 9t and 9t+1

Set the shared an local counter I =0 and t=1
While 7 <T
max

d0=0; 0,_,=6,,1¢,, =1

t start
Get(s,)
| = — .

While s, f a O L=t < . :
Calculate a, according to W(at St;etﬂ)
T+=1,; t+=1

If §, ==S5g,: R0 else R = V(St,etﬂ)

For 1 in {t-1,..,tscart}:

R =1+ R; calculate 0, =db+ vetA<S7“30)
Asynchronous update of the 0 parameters.

Fig. 7. Pseudo-code for parallel asynchronous algorithm

Practical implementation with the cart-pole problem. The cart-pole also
known as an inverted pendulum with a center of gravity above its pivot point. It is
unstable and falls over but can be controlled by moving the cart.

The goal of the problem is to keep the pole balanced by moving the cart left or
right by applying appropriate forces to the pivot point. Fig. 8 demonstrates the
simplest implementation of the cart-pole task.

This implementation made on the base of gym library. It is a collection of test
problems. We can use them to work out our reinforcement learning algorithms. These
environments have a shared interface that allows writing the general algorithms.
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Fig. 8. A typical graphical representation of the cart-pole task

Investigation of the received algorithm showed its high stability while maintaining
the high speed of learning. In fig. 9 we can show an example of comparison of learning
speed using asynchronous parallel method and parallel one-step Q - method. The x-axis

shows training time in hours and the y-axis shows the average score.
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Fig. 9. Comparison of asynchronous and single-step parallel methods

Our asynchronous method shows significant speedups from using greater
numbers of parallel actors.

Conclusions. In connection with the development of robotics, reinforcement
learning is highly relevant as it is an important part of artificial intelligence
technology. The main problem for reinforcement learning of convergent multilayer
networks remains the stability of the method, which significantly influences the
learning speed. The paper proposes an asynchronous parallel method for reinforcement
learning, which allows increasing the speed of learning in comparison with one-step
parallel methods.

References

1. Mnih V., Kavukcuoglu K., Silver D., et al.—Nature, 2015.—vol.518,
No7540.— P.529-533



28 ICSFTI12019 Plenary Section

2. Van Hasselt H., Guez A., Silver D. Deep reinforcement learning with
double g-learning, 2015.— preprint arXiv:1509.06461.

3. Nair A., Srinivasan P., Blackwell S., et al. — Massively Parallel Methods for
Deep Reinforcement Learning, 2015. — arXiv:1507.04296v2.

4. Grounds M., Kudenko D. Parallel reinforcement learning with linear
function approximation // Proceedings of the 5th, 6th and 7th European Conference on
Adaptive and Learning Agents and Multi-agent Systems: Adaptation and Multi-agent
Learning. — Springer-Verlag: 2008, P. 60—74.

5. Mnih V., Badia A., Mirza M., et, al. Asynchronous Methods for Deep
Reinforcement Learning, 2016. — arXiv: 1602.01783 [cs.LG]

6. Sutton, R. and Barto, A. Reinforcement Learning: an Introduction. MIT
Press, 1998. — 548 p.

JoBinka npo aBTopa

HoBorapcbknit Muxaiijio AnarodiiioBud — npodecop, kadeapa o0UUCITIO-
BaJIbHOI TexHikM, HamioHanbHuil TexHIYHUN YyHiBepcuTeT VYKpainu «KuiBchbkuii
MOJIITEXHIYHUM 1HCTUTYT iMeH1 Iropst CikopchKoroy.

Novotarskyi Mykhailo — professor, Department of Computer Engineering,
National Technical University of Ukraine “Igor Sikorsky Kyiv Polytechnic Institute”.
E-mail: novot@ukr.net

Po3mupena anoraunis

CyyacHi miaXomyd 10 CTBOPEHHS airopuTMiB y cdepi INTYy4HOTO IHTEIEKTY
BKJTIOYAIOTh SIK CTBOPEHHS HOBHX, TaK 1 MOJICPHI3AIliI0 BiJOMUX METOJIB HaBUaHHs 0e3
YUUTENs, 30KpeMa, HaBYaHHA 3 MiAKpIIUIeHHsSM. BomHoYac NepcrieKTHBHUM 3ac000M
peamizallii ITYYHOTO IHTENEKTy € TIMOOKi HehpoHHI Mepexi. [Ipore 3acrocyBaHH:S
aJITOPUTMIB HaBYAHHS 3 MIAKPIIUICHHAM JI0 3raJlaHAX MEpEeX BUKIIMKAE TEBHI MpoOieMu,
OOyMOBJICHI TIPHHIMIIOBO HECTIHKUMH TIporiecaMd HaBuaHHS. OCHOBHMM HamlpsIMKOM
MIBUIIICHHS]  CTIMKOCTI TPOIECYy HABUAHHS € BUKOPUCTAHHS arcHTOM  IOTIEPEIHBO
HaOyTOro JIOCBiMy 3 METOI0 KOPWUTYBaHHS HACTymHUX Aid. Crim BiAMITHTH, IO TaKWid
I JIX1]T Ma€ CBOi HETAaTUBHI CTOPOHU, OCKUTHKH BUMArae JI0OJIaTKOBOI ITaM sITi Ta JIOJATKOBUX
OOUYHMCIIeHh 3 PO3paxyHKy Ha OJIHYy AaKTHUBHICTh areHTa. 1OMYy OCHOBHUM HAIPSMOK
MOJTAJTBIIIOTO PO3BUTKY JAHUX aJITOPUTMIB JICKHUTH Y chepl po3rapaietoBaHHsL.

VY nmaniii poOOTI PO3TISTHYTO METOJ TIMOOKOTO HABYAHHS 3 IMiIKPIIUICHHSM,
AKUA TPYHTYETHCSI HA 3aCTOCYBAHHI ACHHXPOHHHUX TMapalelbHUX alTOPUTMIB MpPH
peasizaliii TpagieHTHOTO CIycKy. Ha OCHOBi 3ampormoHOBaHOTO METOAy MoOyJA0BaHO
aKTOP-KPUTHUK AITOPUTM, SKHH XapaKTePU3y€eEThCS OUTHIIUM CTa0LTi3yI0unM ehexToM
IpU HaBYAaHHI y TMOPIBHAHHI 3 ICHYIOUMMH HapaiensHUMH MeTomamu. Kpim Toro,
3allpOMOHOBAHUI TIAXiJ J03BOJIAE PO3MApAIETIOBATH MPOIEC HAaBYAHHS MUIIXOM
3aCTOCYBaHHS BJIIACTUBOCTI 0araTosIEPHOCTI CydaCHUX KOMIT IOTEPiB.



