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This paper provides an insight into utilizing machine learning techniques to
improve web application firewall (WAF) performance. A brief overview of existing
techniques is provided, and a solution is proposed to optimize security breach alerts
and anomaly detection capabilities of WAF software. An existing seq2seq autoencoder
architecture is applied to solve the problem of efficient attack detection in WAF
software.
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VY cTarTi po3riAaaeThCs BUKOPUCTAHHS TEXHOIOT1H MAaIlIMHHOTO HABYAHHS JIJIs
niaBuIIeHHs epexTuBHOCTI web application firewall (WAF). Ha ocHoBi icHyt09O1
apXiTeKTYpH Ta pillieHb MPOIIOHYETHCS HOBUW METO/I PO3ITi3HABAHHS aHOMAJIii Ta
atak. HeliponHa mMepexa 3 apXiTeKTypoOrO seq2seq BUKOPUCTOBY€ETHCS IS BUPIIICHHS
3a/1a4i €)eKTUBHOTO PO3ITI3HABAHHS aTaK Yy MOCIIJOBHOCTSX CUMBOJIIB.
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Relevance analysis. WAF usage is becoming a staple in securing web
applications, being required by industry-leading data protection standards, such as PCI
DSS. Most of the provided solutions, however, rely on blacklisting [1,2] malicious
requests either via regular expressions or attack fingerprints.

Although effective to some extent, these protection methods can be bypassed,
which has happened in the past, as in the example [3]. Moreover, they by design can
only prevent against known attacks, as they do not have measures past basic heuristics
to prevent attacks previously unknown to them. Thus, a more general approach based
on generic anomaly detection was proposed [4], and our method is an extension of this
idea.



Section 1. SEC ICSFTI2019 67

WAF general architecture. According to OWASP, a web application firewall
(WAF) is an application firewall for HTTP applications. It applies a set of rules to an
HTTP conversation. [5] Generally, these rules cover common attacks such as cross-site
scripting (XSS) and SQL injection. As a WAF can be considered a filtering reverse proxy,
its simplified and generalized data flow diagram could be visualized as follows:
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Fig.1. Generic WAF dataflow diagram

The proposed solution does not change this basic data flow, however, regular-
expression based rulesets are replaced with a seq2seq autoencoder neural network that
learns on previous trusted user requests. This also allows to implement our solution on
top of existing software, combining machine learning-based anomaly detection with a
vast range of existing attack fingerprints and rulesets.

Overview of existing solutions. This approach is mostly based on the work
described above [3], as it pioneered the method. The idea is to implement a sequence
to sequence autoencoder neural network with the following configuration:
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Fig. 2. Simplified LSTM network architecture
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Figure 2 illustrating how the sequence is processed by the encoder and how the
encoder internal state is used to initialize the decoder. The decoder output is used to
determine estimated probabilities for sequence symbols, with anomalous parts of the
sequence having significantly lower probabilities.

The network consists of the encoder and decoder LSTM networks [6], both
trained with the exact same dataset of legitimate requests to the application. The
internal state of the encoder, a vector of fixed length, is then used to initialize the
decoder. The decoder is then used to determine the probability of the next symbol in
the sequence, as it is trained to reconstruct known sequences from the input vector.
Thus, if the request is anomalous, the probabilities of symbols in the anomalous
(previously unseen) part of the request are significantly lower than average, allowing
to highlight possible payloads for vulnerability exploitation. [4]

As described in the article above, the detection process can be visualized by the
following example:

GET /admin.php?id="%20UNION%20SELECT 620" FROM?:20USERS&name=admin
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GET /admin.phpfid= "%20UNION%20SELECT%20* FROM :20USERS&name=admin

Fig.3. An implemented method to detect HTTP request anomalies.

The example details that the process does not give exact results, only estimating
probability thresholds for an anomalous sequence.

Our approach. However, the approach described in the article can be
optimized. The algorithm suggested by Alexandra Murzina, Irina Stepanyuk, Fedor
Sakharov, and Arseny Reutov trains both networks on the whole request string, and
thus, more time is required to allow the network to recognise HTTP request patterns.

Instead, we propose field-based anomaly detection, which adds an extra step to
the detection flow. Instead of training one anomaly detection seq2seq autoencoder
network, we propose to add a layer that separates HTTP form field values and supplies
them both as training data and input for the several detectors, identical in structure.
Field variable names can be also whitelisted, as the list of legitimate request fields is
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known before the implementation of the WAF. With this approach, it is possible to
achieve faster and more specific training, as each network will learn to only reproduce
values of a single field.

With our solution, the example above is solved in another way:

GET /admin.php?id="420UMION*%205ELECT%:20"FROM:20USERS&name=admin

v

Form Splitter Layer

id parameter value admin parameter value

Encoder LSTM network for parameter id Encoder LSTM network for parameter admin

h 4 h 4

Encoder vector Encoder vector

h 4 v
Decoder LSTM network for parameter id Decoder LSTM network for parameter adminy

h 4 v

9620UNION%20SELECT%20"FROM%20USERS | admin

Fig. 3. An example of request processing with our approach

Although the method is still the same, the request-splitting approach allows to
pinpoint the form field where the injection takes place.

In general, the algorithm proposed gives up multiple-parameter anomaly
detection in favor of faster training and better flexibility (as when parameter
submission form is changed, the trained networks can be reused to validate form
values).

It could be best applied together with conventional attack-detection methods.
As our method allows for localized detection, as opposed to highlighting anomalous
parts of the request string, it is possible to use it as a trigger for a conventional WAF
mechanism to use an extended set of heuristics to check an anomalous request.

Also, the approach could be used as a standalone solution, alerting the security
personnel and automatically blocking users that send a high number of potentially
anomalous requests in each timeframe.

Additionally, it can be used only as a monitoring solution, inspecting the
mirrored traffic to/from an application and raising alerts based on detected anomalies.

Conclusions. In general, the idea proposed is a tradeoff between multi-value
anomalies and faster, more specific detection. This theoretical approach can be the
basis to implement practical machine learning in the field of web application firewall
applications.
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POSHIUMPEHA AHOTAILISA

AxkcboHeHKo L,
ITaBJj1o Perina

3ACTOCYBAHHS SEQUENCE-TO-SEQUENCE AUTOENCODER
HEWMPOHHUX MEPEX JIJIS1 PO3III3HABAHHSI
AHOMAJIBHUX 3AIINTIB

AKTyaJbHicTh TeMH JociaizkenHs. [Ipobiaema po3nizHaBaHHS BeO-aTak cTae
OUTBII aKTyaJIbHOIO B OCTaHHI JHI y 3B'A3KY 31 3pOCTAI0YOI0 JIOJICI0 3aCTOCYHKIB, IIO0
BUKOPHCTOBYIOTh BeO-TexHosorii. Takum dnmHOM, mpOOIEMOI0 € CTBOPEHHS
YHIBEpCaIbHOTO CIIOCO0Y pO3Mi3HABaHHSA aTak, sika He Oyae Oa3yBarucs Ha (iIbTpax.
Jlana poOoTa mpucBsiueHAa MpoOIEeMi pO3Mi3HABaHHA BebO-aTak SK aHOMATid 3a
JOTIOMOI'O0 HEHPOHHUX MEPEK.

IMocranoBka mnpodaemu. HeehekTuBHICT, Ta HEMONIKH ICHYIOUHX CHUCTEM
po3mi3HaBaHHS BeO-aTak,

AHali3 ocTaHHiX aociaigxeHb i myOaikauniii. PoGora moOymoBana Ha 1 €
MOIIUPEHHSAM 1/1€1 BUKOpUCTaHS seq2seq MEpex UId PO3Ii3HaBaHHA aHOMamii. Imes
Oyma mpencraBneHa y crarti A. Murzina, I. Stepanyuk, F. Sakharov, A. Reutov:
Detecting Web Attacks with a Seq2Seq Autoencoder.

BunijieHHsl HeJOCJHiIKeHHX YACTHH 3arajabHoi npodjemu. [lana crarrts
MpUCBsiYEHA PO3pOOIIl TOAATKOBOTO MIapy 0OpOOKM JaHUX A0 HEWPOHHOI MEpEexi s
ONTUMI3allli IEBHUX XapaKTEPUCTUK CUCTEMH.

IMocTanoBKa 3aBJaHHs. 3aBJaHHSIM € CTBOPUTH TEOPETUYHY apXITEKTYypy, IO
0a3yeThCs Ha ICHYIOUMX MOJICTISX, alieé BUKOPUCTOBYE MiAXiJ] OIUTY BXITHUX JaHUX 10
00pOOKHU HUX MEPEKEIO.

BukiagenHss ocHOBHOro martepiajy. [Iposeneno ananis seq2seq miaxomy 10
po3mi3HaBaHHS Be0-aTak, 3alpoOIOHOBAHO HOBHUH METOJ PO3JIUICHHS JJaHUX TI0
napamMeTpaM 3aruTy.

BucnoBku. 3a pesynbraramm aHamizy Oyyiio 3po0OJEHO BHUCHOBOK, IO
3aMpOTOHOBAHUH MMiJIX1J Ma€ MEepeBaru i MEBHUX CIIEHAPIiB 3aCTOCYBaHHS 1 MOXKE
BUKOPHCTOBYBBATHCS Pa30M 3 ICHYIOUHMHU METOAAMHU 3aXHCTY.

Kurouosi cioBa: WAF, LSTM, seq2seq, autoencoder.



