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Formalism of resource records requests creates significant difficulties for users due
to the high complexity of the Grid-resources information model. This leads to errors and
inaccuracies in the resource requests, threatening the efficiency of dispatching.

The results of studies of the Grid model’s imitation is presented in this work.
With its help the aforementioned errors’ influence on the systems efficiency is
researched.
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dopmanizMu 3amuciB peCypCHUX 3aIUTIB, 110 BUKOPUCTOBYIOTHCS Ha MPAKTHUIII,
Yyepe3 BUCOKY CKJIaaHOCTI iH(popmariitHoi mozem Grid-pecypciB, CTBOPIOIOTH ICTOTHI
TPYZHOIII JJIi KOPUCTYBA4iB CUCTEMH 1 CHOPUSIIOTH MOSBI MOMUJIOK 1 HETOYHOCTEH B
PECYPCHHUX 3alHTax, CTABISUM i 3arpo3y €(peKTHBHICTh TUCTIETYEPU3aLlii.

VY crarTi mpeacTaBieHi pe3yabTaTH JAOCTIDKEHHs iMiTamiiaoi moaeni Grid, 3a
JOMOMOTOIO SIKOi BUBYEHO BILIMB BUIIEBKA3aHUX MOMWIOK Ha €(DEKTHBHICTH poOOTH
CHCTEMH.

KarwuoBi ciaoBa: Grid-cucrtema, BUKOHAaBYMI pecypc, CEMaHTHKa aTpuOyTiB,
npoOJIeMHa Opi€HTAIlis] KOPUCTYBava, MOMHIKOBI 3aITUTH.

Tab6mn.: 1. Puc.: 1. bi6mn.: 5.

Problem formulation. The information of mechanisms for resources finding in
the Grid systems is systematized. The active development of Grid technology in the
field of distributed computing systems was taken into account. The collected
information is summarized in the table 1.

The processes such as search and composition of resources for solving the
problem in the Grid system, should be transparent to the user as much as possible. The
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resources that maximally fulfill all user’s requirements and are able to solve the task
set by one, must be allocated by the system automatically, with minimal participation
by the user. He should only formulate the tasks and requirements for the resources.

Analysis of recent scientific researches and publications. In modern Grid-
systems the user is forced to actively participate in the process. He is guided by the
information about the resources provided to him and independently selects them. At
the same time, he must have a good understanding of his task’s requirements and the
information model of the resources he has access to. Moreover, the user must have an
excellent command of the language, which is necessary to impose requirements of the
task to the resources of the system.

Table 1
Search for resources in distributed computing systems
Inform. Possibility Co’fcp lexity Checking | Subjective
Software Language of inform. ) ) ]
model to expand queries orientation
models
ARC,
ARC MDS, xRSL, JDL no medium absent no
GLUE
GT 4 G(I;III{/JIE ’ RSL no high absent no
glite GLUE JDL no high absent no
Legion no MESSIAHS yes low absent partial
Condor no ClassAd yes low absent yes

Specification of uninvestigated parts of general matter. The situation is
complicated by the use of various syntactically incompatible schemes while the
resources describing. As a result, we need strict agreements between resource
providers and users about the names of attributes and their possible meanings.
Allocation of descriptions only at the syntactic level, regardless the semantics of
attributes and their values, as well as the need to coordinate the set of attributes among
all the participants, makes such systems inflexible and difficult to expand.

Thus, the most important shortcomings of the resources’ search and selection in
Grid systems can be distinguished:

1. High complexity of relevant information models. The information models
used to represent and search resources in Grid have a rather complex structure and use
a large number of attributes in order to represent all aspects and details of the hardware
and software components of the system. The study and application of such schemes
creates tangible difficulties for new users, as well as creates favorable conditions for
the occurrence of errors in the preparation of queries and incorrect interpretations in
the meaning of attributes.

2. Lack of validation of the resource request. The combination of the above
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defects leads to a large number of false resource requests from users. Unfortunately,
all Grid systems used today do not validate such requests, which leads to idle time
computational resources, erroneous assignments and loss of user's working time.

3. Insufficient flexibility of search mechanisms. As a rule, users and virtual
organizations are deprived of the opportunity to expand or modify the resource
information model and adapt it to their specific needs, while resource search engines
are based on a strict syntactic mapping of attribute values for the resource and a query,
which is not a sufficiently flexible nor an efficient method.

All of these disadvantages considerably complicate the process of using Grid-
systems in practice and establish a high entry bar for new users.

Problem statement. Considering the collective nature of the Grid systems
functioning, the necessary mechanism for quality service provision is an automatic
dispatching. This is a set of management actions that optimize the whole system,
carrying out operative planning and redistribution of running tasks on the basis of
specified resource queries.

Unfortunately, the formalities of resource queries records used in practice
create significant difficulties for users of the system and contribute to the occurrence
of errors and inaccuracies in the resource queries, due to the high complexity of the
informational Grid-resources model. This endangers the effectiveness of dispatching.
At the same time, the two-level of management organization in Grid-systems
repeatedly amplifies the negative effects that arise as a result of such errors.

Let's take as a basis the following calculation of the typical job execution time:

t=t, +ts+t, +t,+t + ¢t (1)

where t,, - time of preparation and transfer of tasks to the controller; t; - is the time
needed to handle the task of the controller and its auxiliary modules; the search and
selection of executive resources; t, - the time for the task transfer to the subsystem
management executive resource; t, - waiting time in the queue of the local batch
processing system; t, - time of task execution on computing nodes; t. - the time of the
task results transfer to a user.

The statement of basic materials. An error requesting an inefficient resource is
considered. It arises as a result of an executive resource query that can successfully
complete a task, but increases its execution time due to a non-optimal selection criterion:

th = ¢, + t, + t, + tg + ot, + t, (2)

where ¢ is the coefficient of efficiency decrease, 9 ER, 0 <o < 1.

The results of the simulation Grid model study are presented. With a help of
that, the influence of the above errors on the efficiency of the system has been studied.
According to the data collected, if the presence of false queries is 25% from the total
(with requests of inefficient resources), the flow of tasks performed by the system
decreases by approximately 15%.
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Fig. 1. The influence of an error requesting an inefficient resource
on the performance of the Grid system

Conclusion. Due to the disadvantages described above, a high threshold is
created that needs to be overcome by new users in order to familiarize themselves with
the Grid computing industry. This happens due to the high complexity and inclination
to error in resource retrieval that creates significant difficulties for users without
experience of Grid system usage.

The further development of Grid technologies will lead to a multiplication of
resources and their diversity, which will exacerbate the existing problem. In this
regard, the development of new methods that will address these shortcomings and
improve the process of finding resources in the Grid system is an actual topic of
scientific and practical interest.
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PO3IHINPEHA AHOTALIA

A. M. BoJsiokura,
A. B. Kanaynos, O. C. Hocnimuuii

IMPOBJIEMA IIOIIYKY PECYPCIB B PO3IIOAIVIEHUX
OBYUCJ/IIOBAJIBHUX CUCTEMAX

AKTyaJbHiCTh TeMH Jociail:keHHs. BpaxoByroun akTuBHUI po3BuTOK Grid-
TEXHOJIOTIi y Tamy3i pO3MOAUIEHHMX OOYMCIIOBAJHHUX CHCTEM, BCE OUIBII TOCTPO
MOCTA€ MUTAaHHS €(PEKTUBHOCTI MEXaH13MiB MOMIyKy pecypciB B Grid-cucremax.

IMocranoBka mpo6Jemu. Ilomanpmuii po3zButok Grid-TeXHOIOTIH HEMHUHYYE
npu3Bese 10 0araropasoBOro 301IbIICHHS KITBKOCTI PECypCiB Ta iX pi3HOMaHITHOCTI,
0 CHOPUYUHHUTH 3aroCTPEHHS HAsABHOI MpoOJIeMH BHHUKHEHHS IOMHJIOK 1
HETOYHOCTEN Y PECYpPCHUX 3aIUTaX.

AHaJli3 ocTraHHix Jpocaikenb i myouaikanii. [Iporsrom octaHHIX pOKIB
3’SIBIISIETHCS BCE OUNIbIIE CTAaTel MPUCBAYCHUX ONTHMI3alii miadopy pecypceiB y Grid-
cepenoButri. [Ipore miabip pecypciB B OUIBIIOCTI 13 HUX 0a3yeThCs Ha MPOCTOMY
CHHTAaKCUYHOMY TMOPIBHAHHI 3HAa4€Hb aTpUOYTIB, MPUCYTHIX B OMHCI pecypcy, 3i
3HAUYEHHSIMHU, SIK1 3a3HA4Y€H1 B 3alIUTI KOPUCTyBaya.

Buninennss HemocJdilKeHHX 4YACTHH 3arajbHoi mnpodsaemu. Popmanizmu
3allMCiB PECYpPCHHUX 3alHTiB, IO BHKOPHCTOBYIOTHCS Ha MPAKTHIl, YEpe3 BUCOKY
ckiagHocTi iH(popmaniiinoi moxem Grid-pecypciB, CTBOPIOIOTH ICTOTHI TPYIHOLII ISt
KOPHUCTYBaulB CUCTEMM 1 CIpPHSIOTH IOSB1 MOMWJIOK 1 HETOYHOCTEM B PECYpCHUX
3amuTax, CTaBJIIYH IMi]T 3arpo3y €(EeKTUBHICT AUCIICTUYCPH3ALIi].

IlocranoBka 3aBAaHHsA. 3aBlIaHHSIM € BUIUIEHHA Ta (opMaibHe
MPEICTABICHHS! OCHOBHUX THUIIIB MOMUJIOK, III0 BUHUKAIOTh y PECYPCHUX 3aIHTaX, Ta
JOCIP)KEHHS 1X BIUIMBY Ha 3MEHILEHHS IOTOKY BUKOHYBAaHUX CUCTEMOIO 3aBJIaHb.

BukiageHHss ocHOBHOro marepiaay. Ha ocHOBI anami3zy mitepaTypHHX
mkepen Oynu ¢dopmalli3oBaHi OCHOBHI THIM TMOMWJIKOBHX 3alHTIB pecypciB. Bymo
JOCTIKEHO 1X BIUIUB Ha €(DEKTUBHICTH POOOTH CUCTEMHU.

BucHoBku. VY crarTi npeiacTaBlieHI pe3ysbTaTH JOCHIKEHHS 1MITalliHOl
monem Grid, 3a JOMOMOror AKOI BHUBYEHO BIUIMB BHILEBKA3aHUX IMOMUJIOK Ha
epeKTUBHICTH poboTH cuctemu. HaBeneHi pe3yabTaT €KCIIEPUMEHTIB Ta X1 aHali3.

Karwuosi ciaoBa: Grid-cucrtema, BUKOHAaBYMI pecypc, CEMaHTHKa aTpuOYTiB,
npoOJIeMHa Opi€HTAIlis] KOPUCTYBava, MOMHIKOBI 3aITUTH.



