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In the article, the method of accelerating the work of electronic dictionaries of
computer translation systems is offered. This method is based on using perfect hash-
addressing and cryptographic transformations as a hash function.
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Y crarTi 3amporoHOBAaHO CIMOCIO TMPHUCKOPEHHS pOOOTH  EIEKTPOHHHUX
CIIOBHHUKIB CHCTEM KOMII'IOTEPHOTO TMEPEKIay, 3a JOMOMOTOI0 OpraHi3amii MOIIyKy
Ha OCHOBI perfect xem-aapecanii Ta BAKOPUCTaHHS KPUNTOTPapiuHUX MEPETBOPECHD B
SKOCTI XenI-(PyHKIIi.
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Target setting. The last two decades marked a rapid redistribution of centers of
production and scientific activity. The countries of the East increasingly take leading
positions in many areas of scientific, especially technological, researches.

These processes undoubtedly increase the size of scientific and technical
information exchange between East and West. However, this process is inhibited by
the language barrier, which is due to the huge linguistic difference between the
languages of East and West. Traditional method of language acquisition by a wide
range of industry specialists does not give the desired effect [1].

The most promising way to overcome the language barrier, in the context of the
exchange of scientific-technical information, is the using better-advanced computer
and computerized translation systems. Modern advanced computer translation
technologies based on analyzing a large number of translation options, which requires
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multiple access to electronic dictionaries. That dictates new requirements for the speed
and efficiency of search in electronic dictionaries [2].

Thus, the scientific task of increasing the speed of search in electronic
dictionaries is relevant and important for the current stage of the development of
information technology.

Analysis of available solutions. To date, there are a number of approaches of
organizations for searching in electronic dictionaries, oriented for using in computer
translation systems.

There is part of the e-dictionaries based on the principles of databases [1]. The
advantage of this approach is the ability to use existing technologies and software
packages for working with databases. The main disadvantage is the low speed of
search in terms of computer translation systems. E-dictionaries based on tree structures
are the most widespread. They are represented by many variations and modifications
of search trees [3, 4]. In the e-dictionaries of this class, the compromise between the
search speed and the memory resources is resolved at an acceptable level. The number
of requests to memory logarithmically depends on the number of words in the
dictionary. But this speed is not enough in terms of modern computer translation
technologies.

Potentially, the highest search speed is achieved with hash addressing. Until
recently, its widespread use was constrained by the existing of collisions and a high
level of redundancy memory utilization [5].

In modern conditions, the cost of hardware memory is reduced. As a result, the
significance of the second disadvantage is reduced too. The most serious problem is
collisions because resolving them requires complex mechanisms which need
significant memory resources. It also does not allow to find wanted data by one access
to memory.

Thus, existing electronic dictionaries do not provide the necessary speed of
searching.

The research objective. The purpose of the research is to increase the speed of
the contextual search in electronic dictionaries, for using them as a part of advanced
computer translation systems.

The statement of basic materials. To achieve this goal the analysis of the
features of the context search in electronic dictionaries has been performed. The
Context Dictionary model consists of a search array of keywords and context data that
included translation options and word subsets of context language constructs
associated with a particular translation option [2].

Potentially, the fastest key search technology is hash addressing. It provides the
independence of the search time from the size of the search array. Thus, only hash
addressing is able to resolve the compromise between speed of search and size of e-
dictionaries on an acceptable level for practical using.

The feature of the hash search in e-dictionaries is that words with the same root



154 ICSFTI2019 Section 3. Al

or close to each other addressed in different areas of memory. This problem can be
solved by the allocating roots or bases, using computer morpheme analysis [5] or
stemming algorithms. The roots or bases are proposed to be used as keywords, and the
word and its modifications are stored as context data.

To solve another problem - existing of collisions, it is proposed to use perfect
hash addressing and, as a perfect hash function, symmetric cryptographic encryption
algorithms, such as DES, AES. The cipher block key is used as a hash configuration
code. Thus, the search keyword is introduced to the cipher block input, and the certain
ciphertext or part of it is used as a hash address.

That all determine the feasibility of using a two-stage search to increase the
efficiency of electronic dictionaries. In the first stage, the using of hash addressing for
finding context data by keyword is proposed. The context search for the most relevant
translation option takes place on the second stage. Technological realization of this
process is carried out with the intelligent technologies of structural-linguistic and
lexical-semantic computer analysis.

General structure. Implementation of the proposed approach provides that in
the memory cell addressed by a hash transformation of a keyword, the address link to
the certain contextual information in the hash memory is stored. Thus, filling in the
hash memory is proposed to be carried out in two stages. At first, memory is reserving
for primary address links. In the second stage, context data in size wy, w»,..., W, of m
keywords is recorded between m primary address links ay, a,, ..., a,, in a way that for
each word the primary address link and context data can be read to the cache by a
minimum number of swap cycles. To store data it is necessary to divide memory for
two parts: hash and overflow memory. The average value of each keyword's context
information is w.

To implement this approach, it is proposed to use four formats of data
organization in the memory cell, depending on the stored information:

* format A - free memory cells marked with a marker symbol M;;

« format B - all bytes of this kind of memory cells are filled with context data;

 format C - for storing primary address links. The memory cells consist of
three fields: the first - token M,; the second - address link to the beginning of the
context data of a certain word; the third - address of the last memory cell of the
relevant context data.

* format D - for memory cells that contain address link to the rest context data
of a certain keyword in the overflow memory. Memory cells of this format are marked
by token M;.

The size of the memory cells is determined by the format B, as n/4 + 1 byte.
Tokens must be characters that are not used in the dictionary.

The context information of the dictionary words records in the ordering of their
perfect hash-addresses and consists of the following action sequence:

1. The first byte of all hash cells is indicated according to the format A.
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2. For all keywords, perfect hash addresses are calculated. The hash memory
cells, which was addressed, mark according to the format C.

3. Letsetj=1,b=2n+1.

4. For the j keyword, a A-format memory cell searched starting with the
address a;— v/2.

5. Recording information is carried out in all bytes of a cell changing it to the
format B. The address value increments: a=a+ 1.

6. If the entire size of the j word context data has written to the hash, the
address a — I is fixed in the third field of the memory cell a;. Go to the stepl1.

7. If a addressed B-format memory cell and a < ag; the address a is
incremented by one: a=a+ 1. Go to step 5

8. Ifa=a;+v/2 or the memory cell at a + 1 is accorded to format B and at the
same time a > a;, the a memory cell is marked according to the format D. The current
value of b is written to a memory cell. Go to step 10.

9. Go tostep 5.

10. The rest of the j word context information is successively written to the
overflow memory starting from the address b. The address of the last completed
memory cell is written to the third field of the ; memory cell, this value, incremented
by one, is fixed in b.

11. The j increments: j =/ + 1. Ifj is less than m, go to step 4.

12. Context information for all words has stored.

The first stage of searching is carried out in the following order:

1. The perfect hash address of keyword s is calculating: a = A(s).

2. Block of memory cells, which size is v, is loaded to the cash from the hash
memory, starting with the address a — v/2. The address of the first byte of the context
information is gq.

3. In the cache, the address of the begin s word context data from is hash
memory is read at the address g + (v/2)-(n/4+1) + 1 to the variable /. The address B,
that is adress of the context data begin in the cache, is calculated as B=qg + ( W —a +
v/2) - (n/4 + 1).

4. In the cache memory, the end context data address of the s word in the hash
memory is read to the U variable. That is, the value at address ¢ + (v/2)-(n/4 +1) is
recorded to U. If U < a + v/2, the address E is calculated as: E=¢q + ( U — a +v/2) -
(n/4+1), else: E=0.

5. For composing, i is setting as ¢, j— B.

6. In the cache, the byte addressed by j is forwarded into the byte, addressed
by i. After that, both addresses are incremented: i =i+ 1, j =/ + 1.

7. If the byte addressed in the cache j contains the M, token, then j =; + n/4 + 1.

8. Ifj-1=FE, gotostep 12

9. If the byte addressed j contains an M; token, the rest of the s keyword
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context data is in the overflow memory. From the address j + 1, the address of context
data continuation is read to the variable D. The size of the continuation of context data
isr=U-D. Gotostep 11.

10. Go to step 6.

11. From the overflow memory to the cache, a block of » memory cells is
loaded, starting with address D. g is the address of the first byte of the block in the
cache. The end address of this block in the cache is calculated as £ =g + 1 - (n/4+1), j
is set as g. Go to step 6.

12. The s keyword context data is found, loaded into the cache memory and is
composed. The block address in the cache memory is ¢, the end address is j - 1.

Experiments. The effectiveness of the electronic dictionary, as components of
computer translation systems, can be evaluated for speed of context search and level of
memory utilization.

For modern computer systems, the search time 7, is calculated as:

T,=h-t,+t,

where ¢, — the execution time of one swap cycle, t — the time of context
search, # — the number of swap cycles.

An analysis of the computational processes on which the search for modern
electronic dictionaries is based indicates that #, is greater than #,. That is, the speed of
the dictionary can be evaluated by the average number of p swap cycles needed to
access the keyword context data.

In addition to linguistic information, all electric dictionaries contain service
data, by which access to keyword context data is made. This means that the size u of
real dictionaries is always larger than the size y of actual linguistic information,
herewith y = w - m.The effectiveness of using memory can be estimated by comparing
full size u of e-dictionaries, which save the same size of linguistic data.

For the experimental part of performance evaluation of the proposed e-
dictionary organization, a software complex of the statistical simulation was
developed. For the experiment, it was considered that m = 1000, w = 450 bytes. These
parameters were determined by statistical researches of translated and explanatory
dictionaries of computer terms.

The first cycle of research is aimed at detecting the influence of v on the p and
t,. However, experimental results showed no significant influence of v on p, so it
allows to choose the value of v equal to w.

The main parameter that determines the effectiveness of the proposed
vocabulary organization is a. The performed statistical research showed that the
increase of value a reduces memory redundancy, but the value of p increases.

For example, for a = 0.013, the p = 1.45. The number of hash memory cells can
be calculated as m/a, which for this example is equal to 769-10°. The memory cell size
is 6 bytes, so the total amount of memory u is 8074-10° bytes.
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Performance evaluation of the proposed electronic dictionary organization can
be done by comparing with known developments.

In table 1 performance indicators of electronic dictionaries based on a tree with
the storage of data in its nodes, based on a tree with separate storage addresses and
context data, based on a hash search with collisions and separate storage of addresses
and context data and proposed electronic dictionary organization, are shown.

Table 1
Performance evaluation of e-dictionary organizations
E-dictionaries based on: Proposed
e-dictiona
Performance . a tree with a hash search with 5
o a tree with the .. based on a
indicator . separate storage collisions and separate
storage of data in perfect hash
) addresses and storage of addresses and .
its nodes addressing
context data context data
p 13.29 5 2 1.45
u - 10°, Gaiir 4.6 4.66 4.686 - 10° 8.074

The main advantage of the proposed organization of electronic dictionaries is
the increasing speed of access to the keyword context data. The resulting effect is
achieved by less efficient of using memory. Today hardware memory is becoming
cheaper, so the proposed organization of electronic dictionaries is quite justified.

Conclusion. As a result of the research, a way to increase the speed of
electronic dictionaries is proposed. It is based on the perfect hash addressing with
taking into account the multilevel memory of modern computer systems.

To achieve the goal, the organization of recording and searching data in
electronic dictionaries have developed. It can be used as components of high-speed
intelligent computerized translation systems.
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POSHIUMPEHA AHOTALISA
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CIIOCIb HIABUIMEHHA EOEKTUBHOCTI EJIEKTPOHHUX
CJIOBHUKIB 3 KOHTEKCTHUM INIOITYKOM

AKTyaJbHicTh TeMH AocJaizkeHHsl. OCTaHHI JIBa JECATWIITTS O3HAMEHYBAJIU
cebe CTPIMKUM MEpepo3NOAIOM HEHTPIB BUPOOHMUOI 1 HAyKOBOI AismbHOCTI. Kpainu
Cxony nmenani yacTile 3aiiMaroTh MEpenoBi MicId y 0araTboX raixy3sx HayKOBHX,
O0COOJIMBO  TEXHOJIOTIYHUX  JIOCHIDKEHb, M0 TPHU3BOAUTH JO  30LIBIICHHS
iHpopmariitHoro merabonizmy Mik Cxomom Ta 3axomomM. OCHOBHOIO MEPEUIKOIOIO
U OOMIHY HAyKOBOIO TEXHIYHOIO iH(OpMAIIi€I0 CTaE MOBHUM Oap'ep.

HajinepcnekTUBHIIIMM HUIIXOM TOJO0JaHHSA MOBHOTO 0ap'epy € BUKOPHCTaHHS
OuThII €()eKTUBHUX CHCTEM KOMI'TOTEPHOTO TIEPEKIIAIY.

IloctanoBka mnpoOiaemu. HasBHI TexXHOJOII JOCATHEHHS CEMAHTHYHOI
a/IeKBaTHOCTI KOMIT'IOTEPHOTO TMepeKnany Oa3yloThCs Ha pPI3HOPIBHEBOMY aHami3i
QIbTEPHATUBHUX BapiaHTIB, MO0 MOTpedye OaraTokpaTHOrO 3BEPHEHHS /IO
€JIEKTPOHHUX CIIOBHUKIB. SIK HACHIIOK, PO3BUTOK KOMIT'FOTEPHOTO MEPEKIIATy CTaBUTh
SKICHO HOB1 BUMOTH JI0 IIBHJIKOCTI MOIIYKY B €JIEKTPOHHHUX CIIOBHHUKAX.

AHaJsi3 HasgBHMX pimeHb. Ha chOrojiHIHINA J€Hb ICHY€ BEJIMKAa KUIBKICTh
croco0iB  opraHizamii eJIeKTPOHHHX CIIOBHUKIB, HAWMOMIMPEHIIIUMHU 3 SKUX €
CIIOBHUKH Ha OCHOBI: IEPEBHUX CTPYKTYD, 0a3 JaHHUX, XEHI-TIOIIYKY 3 KOJI31IMHU.

IMocranoBka 3ajgauvi. Mera OOCHIIKEHD IIOJSATa€ B MIABUINECHHI IIBHUIKOCTIL
KOHTEKCTHOTO TIOIIYKY B €JIEKTPOHHHUX CIOBHHMKAX, 33yl 3a0e3nedeHHs! epeKTHBHOI
pOOOTH CUCTEM KOMIT IOTEPHOTO MEepEeKIIay.

BukiaagenHs  ocHoBHOro marepiamy. IlpoBemeno  Teoperwuni Ta
eKCIePUMEHTANIBbHI JTOCIIHKEHHSI pOOOTH €JIeKTPOHHUX CIIOBHUKIB OPIEHTOBAHUX Ha
BUKOPUCTAHHS B CKJIAJi CHCTEM KOMII'TOTEPHOrO Tepekiany. Bu3HadueHo crocio
opraHizaiii eJeKTpOHHUX CIOBHHKIB, SKHi 3a0e3nedye IMOHAMEHIIe B 2 pasu
MIBUALINH MOIIYK B TOPIBHSAHHI 3 ICHYIOUHMH.

BucnoBku. B pe3ynbraTi NpoBEIEHUX TOCIHIIKEHb, 3alPONOHOBAHO HOBUMA
croci6 opranizarii eIeKTPOHHUX CIOBHUKIB CUCTEM KOMIT'FOTEPHOTO MEpeKIay, SKAn
0a3yeThcs Ha perfect xemr-aapecartii.

3anpornoHoBaHa po3podOKa 3abe3leuye CyTTEBE MPUIIBUALICHHS MOILIYKY, IO
J03BOJISIE  BUKOPHCTATH 11 SK KOMIIOHEHTY IIBUAKOMIIOUMX I1HTEIEKTYyali30BaHUX
CHUCTEM KOMM'IOTEPHOTO MEPEKIIATY.

KawuoBi caoBa: perfect xem-agpecariisi, €JIeKTPOHHHHA  CIIOBHUK,
KpunTorpagiqHe nepeTBOPEHHS.



