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The article describes main modern technologies that implement the concept of
software-defined networks (SDN) on different levels of management — OpenFlow,
ONOS and CORD. An analysis of interconnectedness of these technologies has been
conducted, innovations of each of the technologies has been studied. The future of the
SDN concept has been predicted in the article.
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VY cTarTi ONMCYIOTHCS OCHOBHI CydacHI TEXHOJIOTII, IO peai3yloTh KOHIICTIIII0
nporpamMHo KoHpirypoanux mepexx (SDN) Ha pi3HHX PIBHIX yHpaBIiHHI MEPEXKEIO —
OpenFlow, ONOS Ta CORD. IIpoBoauTbcsi aHami3 B3a€EMOIIOB’S3aHOCTI IUX TEX-
HOJIOT1i, BUBYAIOTHCSI HOBOBBEJICHHS, 11O HAasBHI y KOXHIM 3 HuX. [IporHO3yeThCs
po3BuTOoK KoHIenmii SDN y MaiilOyTHROMY .
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Relevance of the research topic. The problem of scalability of computer
networks in the XXI century has become global according to the big size of networks
and variety of devices, so it requires automation of control. The concept of software-
defined networks (SDN) can offer this and there are several interconnected multilevel
implementations, which are OpenFlow, ONOS, and CORD, and they considered in
this article.

Target setting. To date, there is no single laconic documentation that would
explain the interconnection between the different levels of the software-defined
network, and would describe the advantages and disadvantages of each solution in the
context of the overall construction of the network.

Actual scientific researches and issues analysis. Currently, there are some
studies about software-defined networks, but network equipment manufacturers have
no single standard and opinion about how should the practical implementation of SDN
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look like, and CORD technology is still not well understood by information
technologies companies due to its novelty.

Uninvestigated parts of general matters defining. The article deals with the
construction and interconnection of software-defined networks based on the CORD
platform (including ONOS and OpenFlow at lower levels), which has not yet received
general recognition in network technologies.

The research objective. The purpose of the article is to determine if it is
technically and economically feasible to create a software-defined network based on
the connection of OpenFlow-ONOS-CORD multilevel technologies, according to the
analysis of the advantages and disadvantages of SDN.

The statement of basic materials. The principle of a software-defined network
(SDN) consists of separating and managing the processes of transmitting traffic to the
network.

This interpretation roots from the principle of building network devices (such as
routers and switches) that implement three logical processes and have the appropriate
hardware structure: dataplane, controlplane (regulation), and managementplane
(administration). Typically, all these processes are monitored on each individual
network element, which results in a large amount of time spent on network
configuration and significant resource utilization. The principle of programmed
configuration is the separation of two processes — administration and regulation — into
a separate centralized system, which will use the software tools, to configure the entire
network at once, and this will save time and increase traffic flow performance [1]. The
network elements in SDN thus consist of only two components - the physical chips
that are responsible for the ability to transmit traffic and the easiest forwarding table
that will "carry" packets of traffic "through" the router or switch (Figure 1) [2].
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Figure 1. Separation of the levels of management
of network devices in the SDN concept
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The lowest level of the system under consideration is the open network protocol
OpenFlow, which allows you to perform the adjustment not directly from the network
device, but from the central controller of the network segment. In a basic
implementation, OpenFlow connects a switch that supports OpenFlow (OpenFlow
Switch, OFS) and an OpenFlow controller (OFC).

The OFS consists of two parts: a flow table that stores records received from
the controller and a secure channel through which the OFS and the OFC communicate.
Together with OpenFlow, some protocol such as SSL can be used in pair to provide
more secure connection. After the controller software created a new command, the
controller sends it to the OFS secure channel, and then adds to the flowchart as a new
record. The commands received from OFC may be different - sending a frame to the
port or IP address specified in the record title, dropping the frame, sending the frame
back to the controller. The OFC itself can be various devices, including a personal
computer (in this case, it will be the easiest for the programmer to make software
adjustments), although usually a specialized server is selected as a controller. The
main advantage of OpenFlow is the significant time savings required to reconfigure
the system by establishing direct connections between the network elements [3]. The
basic scheme of the SDN network using the OpenFlow protocol is shown in Figure 2.
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Figure 2. The basic structure of a simple SDN network,
the elements of which are connected through the OpenFlow protocol

The next level of the software-defined network is ONOS, which is an open
operating system and is positioned as a network solution consisting of a service
provider and its clients. ONOS is a linker for simpler SDNs, being a peculiar cluster
for multiple nodes. The advantage of using ONOS as a system for a large network
controller is the ability of this system to cope with system failure in case of a breach of
the setting of individual nodes. In addition, the node where the addressing or
connection error occurred may be promptly reconfigured by the software controller.
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Considering that OpenFlow and other similar network protocols are integrated
with ONOS will be incorrect, because OpenFlow is used only to establish a connection
between network devices, but the ONOS operating system itself is provided with its
own applications and software solutions. They are divided into tiers, each of which has
its own software models (one of them interacts with OpenFlow) and can work
independently. According to this level isolation, the system becomes versatile, because
it is not tied to a single model or protocol and can interact at different levels with other
network elements across the topology (Figure 3) [4].
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Figure 3. Dividing of the ONOS system to levels.
OpenFlow switches communicate via the OpenFlow Provider (bottom left)

Based on levels and models, ONOS has applications that allow the programmer
to configure the network and control the traffic. Network topology information is
stored in the control center device where the operating system is running. From the
same center, you have the ability to connect directly to a particular device on the
network and send it some data. This expands network control capabilities and
simplifies application development and administration. Actual applications can be
added or removed from the network dynamically without the need to stop traffic and
disable or restart the network, which is a huge advantage for providers that require
uninterrupted connection to subscribers [5].
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Based on the CORD operating system, controllers are built using the CORD
architectural solution, which is described below.

The highest level of the network described is the CORD technology, which is
positioned as a solution for Internet service providers and implements the idea of a
software-defined network on a large scale. It involves the creation of a single virtual
management center that can process data dynamically, using cloud computing for this.
This center communicates with intermediate elements of the network and end users.
With the help of CORD, the service provider has the ability to set up a network that
will be programmatically configured on remote computing power, and this provides
the whole system with several important benefits - with automated control, the
platform becomes simpler and faster (because it does not require human intervention,
all configurations are made by the software), more flexible (because the program
dynamically configures network elements, constantly synchronizing them and making
necessary updates), while using cloud computing opens a perspective of decreasing the
amount of physical hardware what brings tangible savings and reduce the technical
complexity of the construction of the network.

CORD can be used to transfer data to three types of clients - mobile users,
corporate and home users. Users are connected to intermediate data centers (one for
each of the described types) and themselves are connected to a CORD controller that
configures the entire network. The controller itself consists of many specialized
controllers, each of which executes its own part of the software code - for example,
one of these controllers can perform routing management, and another interconnection
of different network levels. The CORD controller is connected to the server base,
which stores the configuration of the system and performs operations that are sent to it
by the controller. Additionally, it joins the core architecture of the CORD architecture,
the configurable multiplexer, ROADM, which provides multiple inputs and one access
output to the global network (Figure 4) [6].
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Figure 4. CORD hardware architecture
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Although CORD is a large-scale solution, there are now concepts in which it is
either an integral part or one of the possible solutions, for example, in the Blue Planet
Platform, which offers very wide opportunities for setting up communication between
the operator and users. However, these and other similar solutions are quite new and
insufficiently tested so they will not be mentioned in this article.

Thus, a system that uses a general CORD-based plan, the main controllers of
which are based on the ONOS operating system, which in turn relies on the OpenFlow
protocol, which provides a connection to the network elements, is described. The
obvious advantages of the system are the versatility described above, high scalability
and stability of work, provided by automation of the administration and the exclusion
of the human factor. Disadvantages of such a system until recently were the
requirements for equipment and a specialist who need to be experienced with the
software setup. However, today both minuses are less significant, because, for
example, OpenFlow is supported in the vast majority of network devices from major
manufacturers, and operators can use various devices as controllers, like not only
specialized hardware, but also a fairly common, for example, a personal computer. The
requirements for a specialist who need to be experienced are less necessary because of
the possibilities of the ONOS system - the programs for network configuration in this
system are created on rather simple commands of the Java language, therefore a
qualified system administrator is enough effective to work with the controller and
companies don’t need a specialized programmer [7].

Conclusions. This article describes and analyzes key modern technologies that
implement the concept of software-defined networks (SDN). Based on the advantages
and expected disadvantages, the conclusion is made on the technical feasibility of
creating OpenFlow-ONOS-CORD communication networks. Such a solution should
be implemented among ISPs, as well as among diverse users, both private and
corporate, this will allow companies to save material costs, since SDNs can be
followed by much fewer specialists and allow users to use a stable and fast connection.
According to the automation and high speed regulation and connectivity on SDN
networks, it is sensibly to assume that this approach to network management will gain
popularity in the future, as the number and size of networks are becoming larger and
their administration needs more resources.
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PO3SHINPEHA AHOTALIA

Ounekciit YepeBarenko, IOpiii Kyiakos

AHAJII3 TEXHOJIOT'TA PEAJIIBAIII MEPEXK,
O ITPOI'PAMHO KOH®ITYPYIOTBCHA

AKTyajbHicTh  TemMM  jAociimxeHHsi. [IpoGmema  macmrTaboBaHOCTI
KoMI'toTepHuX Mepex y XXI cTomiTTi crana rio0aibHO0 1 BUMarae aBTOMAaTH3AIlil
ynpaBiinasa. Konmenmiss mporpamHo koHdirypoBanux wmepex (SDN) moxe
3aMpoNOHyBaTH 1€ 1 ICHy€ KiJIbKa B3a€MOIOB'SI3aHUX OaraTopiBHEBHX peai3allii,
skumu € OpenFlow, ONOS i CORD, ski po3risiiaroTbes B I1ild CTaTTI.

IMocTanoBka npodiaemu. J[o TenepilmHFOTO Yacy HE iCHy€ €IMHOI JJAaKOHIYHOI
JOKYMEHTAIlii, sIKa TOSICHIOBajia O B3a€MO3B 30K MiX Pi3HUMHU PIBHIMH MEPEXi, 1110
IpOrpamMHO KOH(ITypYy€eThCs, Ta MPOBOJMB OM OMHUC TEpeBar i HEAOMIKIB KOXKHOTO 3
pillIeHb y KOHTEKCTI 3arajibHO1 TOOYJOBH MEPEXKi.

AHaJi3 ocTaHHiX aocaigxeHb i myOJikanii. Hapasi icHye aesika KUIBKICTh
JOCIIJKEHb B 00J1aCTi MEepexK, 10 IPOTrPaMHO KOH(ITYPYIOTHCS, @ TAKOK TEXHOJIOTH,
mo iMmieMeHtyroTh KoHuenmito SDN. OpHak cepen BHPOOHUKIB MEpPEKEBOTO
oOJlaJHAHHA HEMAa€ €IUHOTO CTAaHAApTy Ta OayeHHs, AK Ma€ BUTISAJATH MPAKTHYHA
peamizariiss SDN, a TexHOJOriT iIMITIEMEHTAITii IIle HEJOCTAaTHRO BUBYEHI KOMIAHIsIMU
chepu iHPOPMAIIHHUX TEXHOJIOTIH.

BugisieHHs1 HemoOCJHiIKeHHX 4YACTHH 3arajbHoi mNpodjeMu. Y CTarTi
PO3TISIIAETHCS TOOYAOBa Ta B3a€EMO3B’ 30K MPOTPAMHO KOH(ITYpOBaHHMX MEpeX Ha
6a3i matopmu CORD, y sy BXOAsTh Ha 011k HU3BKHX piBHAX cuctema ONOS Ta
npotokoa OpenFlow.

IlocTaHoBKa 3aBAaHHs. 3aBIaHHSAM CTAaTTI € BU3HAYUTH HA OCHOBI aHaJi3y
nepeBar 1 HENOJIKIB, YM € TEXHIYHO Ta EKOHOMIYHO OOTPYHTOBAHOK IMOOYI0BA
MEpEexKi, 0 MPOrPaMHO KOH(ITypy€eThCs, Ha 0a3i 3B’SI3KM PI3HOPIBHEBUX TEXHOJIOT1H
OpenFlow—ONOS—CORD.

BukiaageHHss ocHOBHOro marepiaay. Ommcanuii ocHoBHMI npunHiun SDN i
texHonorii ix peamizamnii OpenFlow, ONOS i CORD. [IpoBeneno anami3z mepesar i
HEJIOJTIKIB EHTPATI30BAHOT apXiTEeKTYPH YIIPaBIIHHS IIpOrpaMamu sl poBaiiiepa Ta
KiieHTiB. Pesynpratn anamizy Oynu QOCTaTHRO iH()OPMATUBHUMHU Ta MiATBEPIWIN
OUlKYBaH1 BUCHOBKHU.

BucHoBku. Y crarTti Oyno OommMcaHO Ta MPOAHATI30BAaHO KIIOYOBI CydacHi
TEXHOJIOT1i, sIKI peaizyloTh KOHIIETIII0 IporpaMHO KoH(pirypoBanux mepex (SDN).
3po01eHO BUCHOBOK MPO TEXHIYHY JOIUIBHICTE CTBOPEHHS MEPEX 3 BUKOPUCTAHHSAM
38’53k OpenFlow—ONOS—-CORD. Ilpunymieno, mo mei migxix Oyne HabupaTu
MOMYJIAPHICT Y MailOyTHbOMY.

KawuoBi cioBa: mporpamuo koHgirypoBani mepexi, OpenFlow, ONOS,
CORD.



