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The article describes the principle of the algorithm for dynamic loading of
cluster nodes and compares its work with existing solutions. Was analyzed it work and
efficiency in various types of tasks, the ability to balance and distribute the flow of
tasks between the system's kernels. A software model for testing was created. The
results of the analysis are presented.

Key words: claster, distribution of tasks, planning algorithms.

Fig.: 6. Bibl.: 5.

VY cTarTi HaBeAEHO MPUHIUN POOOTH AITOPUTMY AMHAMIYHOTO 3aBaHTAKCHHS
BY3JiB KJIaCTEpa Ta MOPIBHAHO HOro poOOTH BIIHOCHO ICHYIOUMX pimieHb. Bymo
MpoaHali30BaHO HOro poOOTy Ta e(EeKTUBHICTh MPHU PI3HUX THUMAX 3a/1ad, 3JaTHICTb
OajmaHCyBaTH Ta PO3MOAUIATH TMOTIK 3aBOaHb MDK sapamMu cucteMu. CTBOpPEHO
porpamMHy MOJIEINb Ui TeCTyBaHHs. HaBeneHo pe3yapTaTH aHami3y.
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Relevance of research topic. In our time, computer technology is in almost all
spheres of human activity. This, in turn, forces the specialists in the field of
information and computer technologies to create new tools that would be able to
perform tasks quickly and qualitatively. Every year the software becomes more
flexible and perfect. Such programs consume more hardware resources. Initially, such
a task was solved by an increase in clock speed of the processor, but now in most cases
it is already impossible to do this because a certain limit is reached, or it is very
expensive. An alternative is to use several identical processors that can perform
different parts of one task in parallel. This approach makes it possible to significantly
reduce the time of the task. Systems that have many computing modules are called
clusters or grid systems. They have many advantages over noncommercial computers.
The main advantage is that they allow you to implement parallel execution and
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multitasking. Modern datacenters have thousands and millions of processors in their
structure, which allows them to serve a large number of users. On the other hand, the
end user is able to use these resources and not spend money on the purchase of
personal machines [1, 2, 3].

Formulation of the problem. The increase in the number of computing units and
the load on them on the one hand and the price of components on the other hand compel
system software developers to create task schedulers that would allow them to achieve
significant efficiency. The most important component of the task manager is the planning
algorithm. For a few reasons, the purpose of this article is to develop such a planning
algorithm that would enable a sufficient level of efficiency of the cluster system. An
existing algorithm based on static scheduling gives average performance values of 70% -
90%, the value of which can be significantly reduced with considerable granularity of the
computational task. The proposed algorithm is designed to solve this problem.

Analysis of recent research and publications. Since there has been a tendency in
the last years to increase the number of cores in processors, as well as the growing
popularity of technology, which provides the basis for scientific research on the topic of
multi-threaded computing. A number of algorithms and strategies have been created that
allow efficient allocation of resources of the cluster system. For an example, the DRF
strategy can be called [4]. It makes it possible to distribute resources among users
depending on their quotas. But this algorithm works at a higher level of abstraction, which
does not allow it to influence the distribution of tasks between processor cores [5].

Identification of unexplored parts of the general problem. The main
disadvantage of existing algorithms is that they have static scheduling using queues for
each computing unit. With great granularity of tasks it leads to significant losses of
efficiency. Also, the use of additional queues of tasks requires more system resources.

Setting objectives. The purpose of the research is to develop a new planning
algorithm that would increase the efficiency of the cluster for different types of tasks.

Presentation of the main material. The algorithm of dynamic distribution
of tasks for a cluster system.

For experiments and comparisons, a static planning algorithm will be
considered. It is based on the following approach. The scheduler transmits a task that
consists of n-th number of subtasks. We also have a computing system that includes k
processors or cores. The algorithm will distribute all available subtasks between the
kernels equally. Until all subtasks are executed, the system will not start the next task.
Schematically, the operation of this algorithm can be seen in Fig. 1.

Its main disadvantage is that scheduling occurs only at the stage of cluster
loading. If each of the subtasks has a different execution time, then after a certain
period of time, one kernel will complete its work, while others do not. This results in
lower efficiency. Also, the use of local queues for each core requires certain resources,
and if, with this number of these cores are large, then we will have significant losses of
RAM.
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Fig. 1. The structure of the static planning algorithm

The proposed dynamic planning algorithm is devoid of these disadvantages.
Planning occurs throughout the time of the task. It does not use local queues of
subtasks, but has one common queue. The distribution of tasks occurs dynamically.
This allows you to effectively distribute cluster resources. With this approach, the
scheduler saves the queue of tasks locally. The kernels have no queues. When the
subtask is completed, the scheduler gives the kernel a new task to execute.
Schematically it can be depicted as in Fig. 2.
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Fig. 2. The structure of the dynamic planning algorithm

To compare the algorithm's work, a number of experiments were carried out,
among which measurements of efficiency at different types. In the first experiment,
1000 tasks were generated with execution times from 1 to 10. Efficiency was 0.9 and
0.99 for static and dynamic planning methods, respectively. This is explained by the
fact that the static algorithm greatly depends on the granularity of the tasks, and the
dynamic is devoid of this disadvantage.

For the second experiment, tasks with the same execution time were generated.
The result of the planning for both algorithms was the same, and the efficiency
reached 1.

In the third experiment, the dependence of efficiency on the number of
processors for each of the algorithms will be analyzed. The results showed that, with
increasing number of kernels, the efficiency of each algorithm decreases, but the
performance of the second algorithm is better.
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In the fourth experiment, the dependence of efficiency from the runtime range on
each subtask was analyzed. The test system had 10 cores and 1000 subtasks. The results
can be seen in Fig. 3 and fig. 4. Based on them, one can conclude that the efficiency of
each of the algorithms does not depend on the range of the time of the task.
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Fig. 3. The results of the fourth experiment for the first algorithm

Fig. 4. The results of the fourth experiment for the second algorithm

In the fifth experiment, the dependence of efficiency on the number of tasks in
the system was compared. The system has 10 nuclei, the time range for one task is
from 1 to 10. The results can be seen in Fig. 5 and rice 6. If the number of tasks is less
than the number of kernels in a cluster, then the efficiency is independent of the
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algorithm and has a rather low value. When increasing the number of tasks, the

efficiency increases for both algorithms.
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Fig. 5. Results of the fifth experiment for the first algorithm
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Fig. 6. The results of the fifth experiment for the first algorithm

Conclusions. Nowadays, multithreading calculations, and therefore algorithms
for distributing tasks between them, are used more and more often, which suggests that
this topic is very relevant. Two algorithms of task planning were analyzed in the work.

The proposed dynamic planning algorithm allows you to significantly increase

efficiency, so it can be used in modern systems. The average efficiency of the static
algorithm was 0.8 - 0.9, and the dynamic - 0.9 - 1, that is, you can get an increase to

20%.
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PO3SHINPEHA AHOTALIA

Kuxko Imurpo,
Cimonenko BaJepiii

AJIT'OPUTM JUHAMIYHOI'O PO3ITIOALITY 3AJAY
JIJIS1 KJIACTEPHOI CUCTEMU

AKTyaJIbHiCTh TeMH [IOCJHIIKEHHsl. Y Hall 4Yac KOMII'FOTEpHI TEXHOJIOTIl €
Maibke y Bcix cdepax Jroachkoi misibHOCTI. Lle, y cBoro uepry, 3mymrye (axiBLiB B
obmacti iHpopMamiiHUX Ta KOMITIOTEPHUX TEXHOJIOTIH CTBOPIOBATH HOBI IHCTPYMEHTH,
SIKi MOTJIM O IIIBHJIKO 1 SIKICHO BUKOHYBaTH 3aBnaHHs. [1lopoky mporpamue 3abe3neueHHs
cTae OUIbII THYYKUM 1 JOCKOHAIMM. Taki mporpamu CIIOKMBAIOTH OLIbIIE amapaTHUX
pecypciB. CriodaTKy Take 3aBJaHHS BUPINIYBAJOCS 30UTBIIIEHHSIM TAaKTOBOI YacTOTH
mporiecopa, aje Terep y OUIBIIOCTI BHIIAJIKIB 1€ BXKE HEMOMIIMBO 3pOOUTH, TOMY IO
JOCATHYTa IE€BHA MeXa, abo 1e IyXe A0poro. AJBTEpPHATUBOIO € BHKOPHUCTAHHS
JEKUIBKOX 1IEHTUYHMX TPOLIECOPIB, SIKI MOXYTh BUKOHYBATH Pi3HI YACTHHH OJHI€T 3a/1a4i
napanenbHo. Takuil MiaXiZ Ja€ MOXJIMBICTH 3HAYHO CKOPOTHTH Yac BHUKOHAHHS
3aBmaHHsA. CucreMu, sKi MarOTh 0Oarato OOYHMCITIOBAIBHUX MOJYJIIB, HA3WBAIOTHCS
KJacTepamMu abo0 CITKOBUMH CcHUcTeMaMd. BoHM MaioTh Oarato mepeBar mepen
HEKOMEepLUIMHUMH KoMn'torepamu. OCHOBHa IiepeBara IoOJisira€ B TOMY, II0 BOHHU
JI03BOJISTIOTH 3/1MCHIOBATH TapajielbHe BUKOHAHHS 1 Oarato3agauHicts. CydacHi EHTpU
00pOOKM JaHUX MAIOTh THCS4i 1 MUTBHOHH MPOLIECOPIB y CBOiM CTPYKTYPI, IO JO3BOJISIE
iM 0OcmyroByBaTH BeNWMKY KUIBKICTh KOPUCTYBauiB. 3 iHIIOro OOKy, KIHIIEBHMA
KOpPHCTYBa4 MO>KE€ BUKOPHCTOBYBATH IIi PECYPCH 1 HE BHTpavaTH TpOIIi HAa MPUIOAHHS
OCOOHMCTHX MAIllFH.

ini pocaimkennsi. 30UIBIICHHS KUIBKOCTI OOYHCIIOBAIBHUX OJUHHUIL 1
HABAaHTKEHHS Ha HHUX, 3 OJHOTO OOKy, 1 I[iIHM KOMIIOHEHTIB, 3 iHIIOro OOKY,
3MYIIYIOTh PO3POOHMKIB CHCTEMHOTO MPOrpaMHOro 3a0e3ledyeHHs CTBOPIOBATH
IUTAHYBAJIBHUKHA 3aBJlaHb, IO JO3BOJUTH IM JOCSITH 3HAYHOI e(EeKTUBHOCTI.
HaiiBa)xmuBIIMM KOMIIOHEHTOM MEHEDKepa 3aBJaHb € aITOPUTM IUIAaHYBaHHSA. 3
KUTBKOX MPUYWH, METOIO ITi€1 CTATTi € po3po0OKa TAKOTO AITrOPUTMY IUIAaHYBaHHS, SIKAN
J03BOJIMTH 3a0€3MEUNUTH JIOCTATHI piBeHb €(PEKTHBHOCTI KIACTEPHOI CHUCTEMH.
IcHyrounii anaroput™, 3aCHOBAHMM Ha CTATUYHOMY IUIAHYBaHHI, [Ja€ CepeaHil
noka3Huku mnpoayktuBHOcTi 70% -90%, BenmnumHa SAKUX MOXe OyTH 3HA4YHO
3MEHIIIEHA TP 3HAYHIN Jeraiizaimii 004YHCIIOBAIBHOTO 3aBIaHHS. 3alpOIIOHOBAHUI
JITOPUTM MPU3HAYEHUH TSI BUPIICHHS i€l TPOOIeMH.

AHaJIi3 aKTyaJbHUX HAYKOBHUX JIOCJIi/KeHb Ta NUTaHb. OCKIJIbKY B OCTaHHI
POKH CITOCTEpITra€ThCsl TEHICHINS 10 30UIBIICHHS KUTBKOCTI siIep y Mpoiecopax, a
TAaKOXX 3pOCTA040l TMOMYJSIPHOCTI TEXHOJIOTIH, IO € OCHOBOIO Ui HAyKOBHUX
JOCIIDKeHh Ha TeMy 0araronmoToKoBHX o0uucieHb. CTBOPEHO psA aJrOpPHTMIB 1
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CTpaTeTidd, MO J03BOJIAIOTh €(DEKTHBHO PO3MOAUIATH PECypCH KIACTEPHOI CHUCTEMH.
Hanpuknan, moxna Ha3zBatu crpaterito [IP®. lle nmae MOXIUBICT PO3MOAUISITH
pecypcu MK KOpUCTYBadaMH 3ajie)KHO BiJl X KBOT. AJle mel aJropuTM MpaIioe Ha
OUTBII BUCOKOMY piBHI aOCTpakilii, 0 HE JO3BOJISIE BIUIMBATH HA PO3MOALI 3aBJaHb
MIX SIpaMU TTPOIIECOPIB.

HeBuBYeHi YacTHMHH 3arajibHUX NUTAHb BU3HA4YaKTb. OCHOBHUM HeEO-
JIKOM ICHYIOUHMX aJTOpPUTMIB € T€, IO BOHM MAalOTh CTAaTUYHE IUIAHYBAaHHS 3
BUKOPDHCTAHHSAM dYepr Ui KOXXHOTO OOYHCIIOBAIHHOTO OJIOKY. 3  BEJIHKOIO
JeTaIli3aIi€er0 3aBAanb 1€ MPU3BOJIUTE 10 3HAUYHUX BTpaT edextuBHOCTI. Kpim ToTrO,
BUKOPHCTAaHHS JOJATKOBHX Yepr 3aBJaHb BUMAarae OUTbIIOi KITBKOCTI CHCTEMHHUX
pecypciB.

Merta pociigxeHHsi. MeToio JOCTIKEHHS € po3poOKa HOBOTO alITOPUTMY
TUTaHyBaHHS, KA OM MiABUIIMB €(PEKTUBHICTh POOOTH KiIacTepa s Pi3HUX THUIIIB
3aB/IaHb.

Bukiaang ocHoBHux MmatepianiB. [IpoBeneHo TOpIBHSHHS —alTOPHUTMIB
CTaTUYHOTO Ta JUHAMIYHOTO IuTaHyBaHHsS. Po3poOieHO Monenb Ui TeCTyBaHHS.
[TpoBeneHo MOJIETIOBAHHS [Tl PI3HUX THUIIIB 3aBllaHb. JIMHAMIYHUIN aJTOPUTM ITOKa3aB
XOpOIIIl TOKA3HUKHU.

BucnoBku. ChOorofHi BCE 4YacTille BHKOPUCTOBYIOTHCS 0araTOMOTOYHI pO3-
PaxyHKH 1, OT>KE, aITOPUTMHU PO3MOILTY 33124 MK HUMH, 1[0 TOBOPHUTH PO TE, IO LIS
TeMa JyXe akTyajdbHa. Y pPOOOTI TpOaHaTi30BaHO JBa AQJITOPUTMHU IUIAHYBAHHS
3aBlaHb. 3alpONOHOBAHHWN AITOPUTM JUHAMIYHOTO TUIAHYBAHHS JIO3BOJISIE 1CTOTHO
MiABUINATH €(EeKTUBHICTh, TOMY WOTO MOKHAa BHKOPHCTOBYBaTH B CYYaCHHUX
cUcTeMax.

KarouoBi cioBa: xinacrep, po3mnoais 3aB1aHb, aITOPUTMH IUIaHYBAHHS.



