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The article deals with the method of computing in heterogeneous multicore 

CPU+GPU systems. The results of an investigation of the effectiveness of methods for 
the task of text recognition using the technology of neural networks. 
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В статті розглядається спосіб організації обчислень в багатоядерних 

гетерогенних CPU+GPU системах. Наводяться результати дослідження 
ефективності методики для задач розпізнавання тексту з використанням 
технологій нейронних мереж. 
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Relevance of research topic. Heterogeneous computer systems (HCS) are 

computer systems that contain several heterogeneous computing elements. HCS with 
CPU / GPU architecture it’s a type of HCS systems equipped with a graphic processor. 
In a simplified format, the GPU model can be described as a set of a large number of 
simple processing elements of the same type. Each of these elements is much cheaper 
than its CPU analog. This contributed to the significant development of the GPU in 
terms of increasing the number of cores in it, and at present, the average number of 
cores in the GPU reaches a half a thousand. However, as practice has shown, if a 
heterogeneous computer system, which includes both the CPU and the GPU, is not 
busy working with complex graphics, then the computing power, that is presented in 
the current GPU, is superfluous, calculations are conducted so fast that most of the 
time the GPU cores idle in waiting for the next task.  

Using this powerful and cheap computing power is a clear and logical solution 
of the problem of increasing computing productivity. With the integration into the 
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GPU of programmable shader blocks, it became possible to program normal user 
computing on this device. This technique was called GPGPU (General-purpose 
Computing on Graphics Processing Units) and became an important breakthrough in 
the development of modern computer technology. The first Nvidia graphics processors 
that support CUDA technology (Compute Unified Device Architecture - the 
implementation of GPGPU technology from this company) were not cheap and 
affordable. However, other GPGPU implementations appeared quite quickly, 
including the OpenCL framework, which allows you to program for all types of GPU, 
not only for Nvidia, but, for example, AMD. Also, apart from the fact, that OpenCL 
supports more GPUs than CUDA, these GPUs are usually cheaper and simpler, this 
technology is usable even with regular graphic cards. 

Formulation of the problem. When programming for the CPU+GPU HCS, the 
most important part is to understand in which cases it is advisable to connect the GPU 
calculations, and in which cases better performance can be gained only by the use of 
the CPU. It's important to understand, when the increase in GPU performance reduces 
delays due to the data transfers between it and the CPU. Also, since both components 
of such a heterogeneous system are capable of computing, a possible option for 
concurrent computing that a CPU may not wait all the GPU computing time, but 
process some of the calculations on its own computing power. Therefore, it is 
important to find a balance, an optimal division of the input data between tasks, which 
will provide minimizing of the idle time during heterogeneous computing. 

Analysis of recent research and publications. In recent years, more and more 
scientific articles and diploma papers about a calculation using graphic processors 
have appeared [4-12]. However, an overwhelming majority of them consider this 
question only from the point of view of choosing the better device for calculations 
between CPU and GPU. And there is not so much works about using both of devices 
for calculations at the same time. Moreover, in most of them the problem is considered 
in the context of solving classical problems of linear algebra, cryptography, and 
implementations of hyperparallel test algorithms [5-8]. Features of the deployment of 
high-speed neural networks are considered [9] only on the examples of some typical 
problems for neural networks, among which there is no one example of the most 
popular tasks - recognition and classification of images. The solution to this problem 
within a heterogeneous computer system is presented in one work [10], but only for 
mobile systems, which are obviously less developed and productive, than classical 
stationary systems. 

The question of finding an optimal distribution of computational load between 
the CPU and the GPU was also considered only in the context of solving typical 
mathematical problems and implementation of test parallel algorithms [11]. 

Identification of unexplored parts of the general problem. Research of the 
efficiency of parallel computing in heterogeneous computer systems is usually carried 
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out on the classical problems for such studies - vector-matrix operations and 
implementations of various test parallel algorithms [5-8]. However, the main area in 
which today such systems are actually used are systems of artificial intelligence and 
neural networks. This is explained by the fact that by itself the neural network involves 
the simultaneous execution of a large number of elementary tasks, its structure is 
similar to the structure of the GPU. It is necessary to show the described problem on 
one of the classical tasks of this sphere. 

It is also important to consider, that the heterogeneity of the system, and, 
accordingly, the need for the exchange of data between its components can lead to a 
situation, where the time, spent on the preparation and transmission of data and the 
collection of results, can slow down the acceleration of distributed computing. 
Therefore, it is necessary to consider in more detail the search for an optimal 
distribution of the data between the components of the system in order to provide a 
minimal idle time of one computing processor relatively to the other. 

Also, in this work an own method for increasing the efficiency of parallel 
computing in heterogeneous computer systems is proposed, which is based on the 
application of combined parallelism [1] [2]. 

Problem statement. The task is to develop a program for recognizing text on 
images based on a neural network and focused on parallel work in a heterogeneous 
computer system. The program has to implement combined parallelism, as well as the 
ability to divide the percentage of processing data between the CPU and the GPU. The 
input data for a task is an image with letters, numbers, characters in the PNG format, 
as well as the percentage of GPU loading. Output data is the text string and the time it 
took to receive result. 

Developed program has to be tested in various heterogeneous computer systems 
and show conclusions about the effectiveness of the proposed approach. 

Combined parallelism. The simplified version of the CPU / GPU interaction 
scheme looks like this: from the CPU through the interface (for the external GPU it is 
PCI - Peripheral component interconnect) a set of instructions that must be performed 
on each core of the GPU is sent; Through the GPU controller, each core is configured 
for these instructions; The CPU then sends a set of data with which the GPU has to 
work; The GPU controller distributes this data between available cores, and after 
completing computing, it collects the results and sends it to the CPU. The instruction 
sets for relatively simple GPUs are small in size (several rows of program code) and 
simple in their structure (usually elementary mathematical and logical operations). We 
can say that the cores of the graphics processor itself implements the fine-grained 
parallelism calculations. However, with the advent of PCI interfaces of 2.1 version and 
above in heterogeneous computer systems, the possibility of parallel data transfer 
between CPU and GPU has appeared, which allows you to organize combined 
parallelism in the system. 
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This approach is based on the simultaneous use in the program of two types of 
parallelism: medium-grained and fine-grained. At the same time, the parallel program 
includes a set of traditional threads along the number of cores of the CPU (parallelism 
of medium-grain size). Each of these threads implements fine-grained parallelism by 
creating sub-threads using appropriate Fork-Join tools [7]. These small threads are 
used only for calculations. Additionally, as noted above, each of the medium-grain 
threads can interact with the GPU without delay, sending the necessary data to the 
graphics processor and taking the results of its work. In the GPU, the calculations are 
transferred to a large number of small threads, each on a separate core. 

Previous studies [1] [2] proved the effectiveness of combined parallelism in the 
organization of overloaded parallel computing. 

Analysis of the means of implementation. The main part of the program is 
written using the C# language. This multiparadigm language allows you to write 
program code for necessary task quickly and conveniently. In addition, in previous 
studies [1] [2], the means of C# language demonstrated their high efficiency in the 
implementation of all types of parallelism, including the combined one. 

Calculations on the graphics processor are organized by the OpenCL 
framework, because it integrates seamlessly with the C# language and supports a large 
lineup of conventional GPUs. In addition, existing research shows its high 
performance, at the level of Nvidia CUDA [12]. 

Test results. Testing of programs was carried out on two different 
heterogeneous computer systems, which had the following parameters: 

1. CPU: Intel i5-7200u, 2 cores, 4 threads, maximum frequency 3.1 GHz. GPU: 
AMD Radeon R5 M420, 1030 MHz, 320 processors, 2 GB of memory; 

2. CPU: Intel Core i7-7700HQ, 4 cores, 8 threads, maximum frequency 3.8 GHz. 
GPU: NVIDIA GeForce GTX 1050 Ti, 1030 MHz, 768 processors, 4 GB of memory; 

Software: Windows 10, .NET Framework 4.7, OpenCL 2.2. 
Graphs below showing the dependence of the program's running time on the 

number of threads involved in it, as well as the data distribution between the CPU and 
the GPU. The graphs are presented separately for the situation, when the program 
processed a large amount of data (text recognition of 1000 characters), and for the 
situation, where the program worked with a small amount of data (200-character text 
recognition). Graphics are shown for both systems (1-2) in which the testing was 
conducted. 

The following two graphs show the dependence of the program's performance 
on the amount of text that is submitted for recognition for cases where all data 
processing is carried out only on one of the elements of the system. The point of 
intersection on these graphs shows the turning point of the dependence. That is, if you 
submit text that is larger than this volume, then the efficiency of the use of recognition 
calculations on the CPU is reduced, and the efficiency of the use of the graphics 
processor is increased. 
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Fig. 1. Graphic of calculation speed depending on data distribution. 
200-character text (left) and 1000 characters (right). System 1 

  
 

Fig. 2. Graphic of calculation speed depending on data distribution. 
200-character text (left) and 1000 characters (right). System 2 

 

 
Fig. 3. Graph of the calculation time dependence of the program on the volume of text when 

recognizing on individual elements. Systems 1 (left) and 2 (right) 
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The following two graphs show the dependence of the program's performance 
on the amount of text that is submitted for recognition. The data in this case is 
distributed as follows: 40% for the CPU and 60 % for the GPU, since, as seen from the 
previous graphs, this kind of distribution achieves maximum program performance in 
all cases. 

 

 
 

Fig. 4. Graph of calculation time according to the volume of text and number of threads. 
Balance point is 40/60. Systems 1 (left) and 2 (right) 

 
Conclusions. The results of the test showed the effectiveness of heterogeneous 

computing systems in implementing the solution of the problem by means of C# and 
OpenCL. Applying the calculations to the graphics processor, along with the 
calculations at the CPU, allowed to significantly reduce the program execution time. In 
the process of research, in practice, the hypothesis of the existence of some of the most 
effective balance of data split between the CPU and the GPU has been confirmed. 

Regarding the direct speed of the program work, the turning point can be 
considered as a text recognition of 600 characters. From the results it is clear that in 
the process of recognizing the text of less than 600 characters, the loss of time due to 
the exchange of data with the GPU is quite critical. It is because of sending a large 
percentage of data to the GPU nullifies the entire increase in performance from its use. 
It is desirable to send relatively a small amount of data to the graphics processor, so 
that it is accepted before the completion of computing on the central processor. In the 
case of text recognition over 600-700 characters, the situation is diametrically 
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administration and a small amount of computations, and the main part of data should 
be send to the graphics processor. 
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the program, the balance of 60/40 was the most optimal, that is, if the program 
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organizes the distribution of data, so that 60% of it is sent to the GPU, and the 
remaining 40% was left to process on the CPU, then it will provide the minimal idle, 
which allows you to get the most possible performance. Further offset of the balance 
in the direction of the GPU (for processing more than 600 characters) or CPU (for 
processing less than 600 characters) led to insignificant increases of performance, 
compared with the previous increases. 

Additionally, it should be noted that the optimal balance obtained for the 
pattern recognition and classification problem is somewhat different from the optimal 
balance for linear algebra problems [11] in the direction of more GPU calculations. 

The use of combined parallelism has also reduced the calculation time. With 
each subsequent added thread, you can observe a proportional decrease in the 
program's running time. It is also shows that the balance of calculations on the central 
and graphics processor remained unchanged with each subsequent added flow, since, 
on the one hand, the computing speed increased on the CPU, and on the other hand, 
the number of threads of interaction with the GPU increased, which turned into 
reduced the idle of GPU cores and idle due to data transfer between the CPU and the 
GPU. 

So, in all cases, the most effective is the maximum possible use of cores and 
threads on the central processor, no matter how much we use the parallel calculations 
ob graphics processor. 

Based on the foregoing, it can be admitted that the best approach to implement 
a text recognition system is to conduct preliminary testing on a target heterogeneous 
computer system, which will take extra time, but will ensure that the most effective 
proportion of the data distribution on this system is found. 
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EXTENDED ABSTRACT 
 

Demchyk Valerii, Tyzun Vіtalіi, 
Rusanova Olga, Korochkin Aleksandr  

 
THE ORGANIZATION OF PARALLEL COMPUTATIONS IN 

HETEROGENEOUS COMPUTING SYSTEMS 
 
Relevance of the research. The method of computing in multi-core 

heterogeneous CPU+GPU systems using the technology of «combined parallelism» is 
considered. The results of research on the effectiveness of the method for text 
recognition task using the technology of neural networks are presented. 

Target setting. The heterogeneity of the computational elements of a 
heterogeneous computer system leads to the problem of a long idle time, when one 
element of the system is waiting another to complete its task, which leads to total delay 
in the entire system. 

Actual scientific researches and issues analysis. Over the past few years, 
there are more articles on this topic, but they simply choose between a CPU or a GPU, 
and only classical problems of linear algebra and hyperparallel test algorithms are 
considered. 

Uninvestigated parts of general matters defining. The lack of research on the 
optimal distribution of computations between different elements of the system. Lack of 
research on solving real problems, such as text recognition with neural network 
technologies. 

The research objective. The objective is to develop a program for text 
recognition based on a neural network and focused on parallel work in a 
heterogeneous computer system. The program has to implement combined parallelism, 
as well as the ability to adjust the percentage of processing on the CPU and GPU. It is 
necessary to test the developed program in various heterogeneous computer systems. 

The statement of basic materials. A description of the main ideas and 
approaches that were implemented during the research. The extensive testing of the 
developed program in several different real heterogeneous computer systems has been 
carried out. 

Conclusions. The proposed method for organizing calculations in 
heterogeneous computer systems has shown its effectiveness. Also, the hypothesis of 
the existence of an effective load distribution for the considered task between the 
elements of the target system was confirmed: 40% on the CPU and 60% on the GPU.   

Key words: CPU, GPU, core, thread, parallelism, granularity, fork-join. 
 


