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Relevance of the research topic. The positive dynamic of the development of 

informatics and computer technologies can be observed throughout the entire existence 

of this industry. Hardware and software development are inseparable linked, as more 

advanced algorithms and software systems require more powerful hardware support. At 

first, the main approach to increasing hardware power was to improve the frequency and 

electrical characteristics of the main components of computer logic elements, as well as 

increasing the number of these same elements per unit space. However, over time, this 

path was almost exhausted [1], as almost the limit characteristics at the physicochemical 

level for silicon elements of the chips were achieved. In this regard, the vector of further 

development of computer systems performance has shifted towards the simultaneous 

use of several cores or processors within one parallel system, and then several such 

systems within one distributed system [2]. 

Modern high-level computer systems, including public user and mobile platforms, 

are currently built on the principles of parallel computing systems. System-level software 

(operating systems) is also based on the principles of time division and support for 

multicore and/or multiprocessor. Moreover, we can say that the most effective solution of 

the problem of organizing the parallel operation on the hardware and software levels is one 

of the key requirements for modern operating systems. However, due to the reasons 

explained above, even parallelism is not enough for modern computer systems to work 

effectively. Therefore, the most demanding calculations, and especially those to which 

critical duration conditions are put forward, are performed only on distributed systems, 

among which the most popular are cluster systems [3]. 
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Formulation of the problem. Despite the potentially infinite possibilities of 

increasing the speed of programs in parallel and distributed systems, in practice they 

are limited from a mathematical point of view, because there are a huge number of 

algorithms that cannot have a perfect parallelization implementation. This leads to the 

fact that when these implementations are performed on real parallel and distributed 

systems, the relative efficiency of the components of the computing elements of these 

systems is not maximum, because pauses and delays appear in the work of each of 

them. Therefore, by a detailed analysis of the above factors, we can conclude that in 

solving modern science-intensive problems or the organization of distributed queuing 

servers based on parallel and distributed computer systems, the main impact is made 

not only by powerful hardware but also software that is responsible for functioning of 

systems at different levels, from operational and communicative to applied [4]. 

However, at the same time, the technologies that are now most commonly used 

to organize computing in distributed computing systems are mostly strictly tied to the 

C++ programming language (such as the Intel Threading Building Block) or are also 

based on outdated approaches. and paradigms (like Message Passing Interface, MPI). 

Analysis of recent research and publications. The analysis showed that 

currently all modern technologies of computing in distributed systems adopted a 

model of interaction of parallel processes, which is based on low-level messaging. An 

advantage of this model in systems with local memory is its low level. The 

programmer is provided with the maximum means of organization and control over 

communications and program execution, on the basis of which it is already possible to 

build higher-level models for systems with local memory. The program in this case in 

its structure and logic is as close as possible to the system. 

However, this is the main disadvantage – the program reflects primarily the 

structure of the system, rather than the problems and logic of the target task. In 

addition, program code with low-level primitives is usually more voluminous. Also the 

use of some low-level primitives can lead to the deadlocks described above, starvation 

of flows, and lack of guarantees of progress. 

Study [5] presents a model of higher-level messaging in a distributed system, 

but it also remains tied to the MPI, being a superstructure over it, which leads to the 

following disadvantages. 

Selection of unexplored parts of the general problem. MPI remains the main 

generally accepted standard of distributed computing technologies. Despite the high 

speed of programs organized by using this technology, and the general convenience of 

its use, its main problem is its obsolescence, which is only growing from year to year. 

Among the key points that indicate its obsolescence, there are three, each of which 

follows from the previous one: 
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1. Limited target languages. MPI technology was developed for the C and 

Fortran languages. With the loss of these languages, developers are forced to develop 

using MPI in combination with C++. However, due to the problem of backward 

compatibility, MPI has not been translated to fully support all tools that appeared in 

C++ compared to C, so it remains necessary to operate only with those C++ primitives 

that are compatible with the C language. 

2. Focusing on procedural programming. MPI technology was developed at a 

time when the main paradigm used in application programming was procedural. 

However, currently much more complex paradigms are considered to be generally 

accepted – object-oriented, functional, reactive. 

3. Low level of abstraction, the need to allocate a significant intermediate level 

in the software package to organize the interaction between the layer of business logic 

and the layer of communication, interfaces conversion, and so on. For example, in 

MPI, the maximum abstraction that can be sent is a predefined structure. 

A relatively new WCF (Windows Communication Foundation) technology can 

be offered as a high-level alternative to MPI technology. From the very beginning, 

WCF technology was developed to solve the problems described above, which was 

eventually done. In addition, its application allows you to combine computers with 

different architectures without being distracted by compatibility issues, because, like 

all technologies based on the .NET Framework, it works within the CLR (Common 

Language Runtime) virtual machine. It is based on the concept of deferred evaluation 

and calling remote methods, which allows you to organize much more flexible 

interaction than conventional messaging technologies. In this case, the parallelism 

within each end machine can be implemented through the accompanying built-in .NET 

Framework library TPL (Thread Parallel Library). 

The only and main disadvantage that can be identified in WCF technology, 

compared to OpenMP and MPI, is the greater complexity and volume of program code. 

The research objective. The objective is to test the hypothesis that the use of 

WCF technology leads to an increase in the acceleration coefficient of parallel 

computing in distributed computer systems when solving practical problems, 

compared with the acceleration coefficients obtained when solving the corresponding 

problems in similar systems, but using MPI technology. To do this, it is necessary to 

develop a software package to solve several classic tasks for high-load computing in 

distributed computer networks, one using the connection of MPI + OpenMP 

technology, the other – WCF technology (with TPL for node-level parallelism), and 

conduct comparative testing of developed programs in distributed computer systems. 

In particular, basing on previous studies [6-7], it is advisable to use fine-grained 

parallelism in both programs. In C#, its support tools are embedded in the TPL, and to 
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provide similar support for fine-grained parallelism in programs implemented by MPI, 

we will combine them with OpenMP technology. 

Test results. The programs were tested on a distributed computer system 

hosted by the Google Cloud Console service, which consisted of four nodes, each 

containing one virtual Intel 4-core Intel SkyLake processor. 

Software: Windows Server 2012 R2 Datacenter x64, .NET Framework 4.7, 

OpenMP 3.0, Microsoft MPI 9.0.1. 

Multiplication of two square matrices with dimension of N rows * N columns 

(since parallel execution of this task involves insignificant data exchange between 

nodes, only sending it at the beginning and collection of results) and calculation with 

given accuracy of trigonometric function of hyperbolic arctangent through the 

calculation of the convergence of the series (because the parallel performance of this 

task involves a significant exchange of data (numbers of current iterations) between 

the nodes of the system) were chosen as the target tasks for testing the hypothesis. 

The graph shown in Figure 1 shows the dependence of the program acceleration 

coefficient on the dimension (N) of the matrices and the means by which the program 

was organized. 

 

Fig. 1. Graph of the acceleration coefficient of the multiplication program  

of two square matrices depending on the dimension (N)  

and the means of organization 

The graph shown in Figure 2 shows the dependence of the program 

acceleration coefficient on the accuracy (ε) and the means by which the program 

was organized. 
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Fig. 2. Graph of the dependence of the acceleration coefficient of the program  

of finding the convergence of the series depending on the accuracy (ε)  

and the means of organization 

Conclusions. The test results showed a significant overall efficiency of the use of 

cloud distributed computer systems in solving these problems, both in the case of 

organizing their solution by means of WCF, and in the case of organizing their solution 

by means of MPI. It was possible to achieve the maximum value of the acceleration 

coefficient for the problem of multiplication of matrices in 12.6 when using WCF and 

TPL technologies and for the problem of calculating the sum of the decomposition of a 

function in a series of 11.8 when using MPI-OpenMP technologies. 

Based on the graphs shown above, we can also say the following: 

1. Solving small problems in distributed computer systems is not justified, the 

acceleration coefficients in this case are less than 1. This means that solving the 

problem within one machine would be more appropriate than distributing it among all 

machines in the system. This can be explained by significant sending costs, as network 

time is up to 10,000 times more expensive than CPU time. 

2. By using WCF technology, it was possible to achieve a higher acceleration 

coefficient for the problem of matrix multiplication than when using MPI technology. 

On average, WCF technology increased the acceleration coefficient by up to 15% 

compared to MPI technology. 

3. At the same time, when using WCF technology to solve the problem of 

calculating the value of the sum of the decomposition of a function in a series, there 

was a decrease in average to 8% of the acceleration coefficient, compared with the use 

of MPI technology. 
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It follows from paragraphs 2 and 3 that for tasks that do not require intensive 

data exchange between nodes of the distributed system in the process of work, it is 

more appropriate to organize the solution of these problems by means of WCF and 

TPL. And for tasks that in the process of the work demand intensive communication 

between nodes of system it is better to choose MPI technology. Therefore, it can be 

argued that MPI has more optimized for computational tasks (compared to WCF) 

communication tools between nodes, network protocols, and so on. And in WCF the 

computational process and parallelism at the node level is more optimized. 

Thus, the hypothesis of a more efficient solution of parallel problems in 

distributed computer systems in the case of its organization by WCF, rather than MPI, 

is only partially confirmed and it is valid only for a class of problems that do not 

require significant communication in direct computing. 
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