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CREATING METHOD FOR ROAD IMAGE SEGMENTATION

This article examines the method used to generate street markings from
existing photographs. The use of neural networks for image generation is
demonstrated. The method was implemented using tensorflow based on data from
the cityscape dataset.
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Actuality: This article demonstrates approach of using conditional GAN for
segmented image generation. Shows usage of neural network for image generation
and teaching neural network for making markup out of image. To implement
neural network will use tensorflow as frameworks and cityscape dataset as data
source.

Fig 1. Data example from dataset.

As you can see on Fig 1 we got two images: plain image and segmented one.
Idea behind this app is to make ai create layout and learn it to find out patterns
inside usual images of streets, nevertheless results are not industry breakthrough
and similar task was solved tens of times other ways this approach can be
interesting as on of possible applications of this architecture.

Actual scientific research and issues analysis.Methods applied to solve
problem of image segmentation usually include usage of convolutional neural



networks and deep learning. Multiclass segmentation is one of possible solutions
of this task.

Fig 2. Image segmentation process training result.

Each neural network architecture differently approaches to solution of this
problem, GAN trains two networks one for generating image, second for
discriminating generated image and real one.

Uninvestigated parts of general matters defining. Despite having multiple
solutions that make segmentation images out of street views usage of GANs might
offer nice and effective implementations with high accuracy.

The research objective. Purpose of this article is to create method for image
segmentation and make research about ways to improve quality of generated
images.

The statement of base material. As input image we got two images
256*256*3 size and result of neural networks are, for generator 256*256*3, for
discriminator 30*30*1, where 30 is number of classes inside cityscape dataset.

Fig 3. Generator output.

Let`s see output of discriminator.

Fig 4. Discriminator output.

After discriminator compares generated image and real one, weights of both
are updated and next step of training begins.



Fig 5. Results of 40000 steps of training on fist image.

After 40000 training steps we got decent results on first taken image, but still requires some

clean up, making edges sharper.

Some graphs that show speed of learning neural network, we have two values: discriminator loss

and generator loss.

Fig 6. Graph of discriminator loss value changed

Similar graph for generator.

Fig 7. Graph of generator loss value



For generator it`s clearly visible that loss reduces that means neural network has less mistakes

over training.

Fig 8. Generated examples on random input from datasource.

Possible ways to improve model. One of the ways to improve quality of
generated images is to change architecture of generator or making more steps for
training, change amount of classes taking into account, for example reducing
number of small details.

Experiments. One possible experiment is to change amount of training steps
up to 60 thousand. Result of this is sharper edges of items therefore better quality
of generated images.

Fig 9. Result of 60000 steps.



Despite huge quality improve this way is limited up to a point where next
training steps won`t give any significant quality improvement but required time for
training will skyrocket.

Conclusion. In this article was described idea of using this architecture to
solve usual problems. In theory described possible ways to improve generated
image quality. Provided example of one of such approaches and described it`s
drawbacks.

In future works some advance in architecture are main possible approach to
make results better and maybe reduce computation time.
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