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VY craTTi po3risgaEeThecs 1aes OTpUMaHHS  1H(GoOpMalii Opo TEXHIYHI CTaHH
eneMeHTHOi 0a3zu 3 npexommnosuiiiero |T-ctpykrypu. Ilomepenne miarHocTyBaHHS
KOMITOHEHTIB €JIEMEHTHOT 0a3uW OpraHi3oBye€ HEUPOMEPEKEBl TEXHOJOTIT s
MIJBUILIEHHS BiaMoBocTiKocTi IT-ctpyktyp.  Kiacugikamiro Tta copTyBaHHS
KOMITOHEHTIB 3a 1X TEXHIYHUM CTaHOM IpoBejieHo y cepenosuii MATLAB.
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The article considers the idea of obtaining information about the technical
conditions of the element base with the decomposition of the IT structure. Preliminary
diagnosis of the components of the element base organizes neural network
technologies to increase the fault tolerance of IT structures. Classification and sorting
of components according to their technical condition was carried out in the MATLAB
environment.

Key words: fault tolerance, neural network technologies, diagnosis,
element base of the IT structure.
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Target setting. The process of constant improvement and updating of the modern
IT structure and its element base is stochastic in nature, therefore, when diagnosing
the technical condition of the studied IT structure and/or its component, greater
reliability is required, by which some data about the properties of the studied object
can be determined.

Actual scientific researches and issues analysis. In connection with the
development of neural network technology, new high-tech directions were
developed in the theory of reliability and diagnostics of IT structures components
[1], which contributed to increasing the fault tolerance of the latter.

Uninvestigated parts of general matters defining. Despite the significant
number works devoted to the application of neural networks for the study of IT
structures, the problem of increasing the fault tolerance of the element base of IT
structures remains understudies. Moreover, it is necessary to conduct a separate study
and a separate selection parameters for each type of element base.

The research objective. The purpose of the article is to choose the type of neural
networks, methods of processing accumulated data to improve the quality and
reliability of diagnostic results and their research on examples of the implementation
of the process of EB diagnostics of the IT structure, including integrated microcircuits
(ICs). For probabilistic reasons, predict processes in it that will lead to undesirable
changes in the technical state of an element of the IT structure, and remove this
element.

The statement of basic materials.

I. METODOLOGY FOR OBTAINING A PRIORY
DIAGNOSTIC INFORMATION

For local diagnostic methods, instrumentally measurable information for the most
part has the character of an image of the topographic distribution of certain properties
of external environments. This allows not only to detect the presence of defects in the

EB, but also to localize the location of the defects, indicating their size and orientation



In space. The disadvantage of these methods is to increase the operational duration
and complexity of the diagnostic process.

The emergence of non-linearity, inertia, fluctuations is related to the work
processes of the investigated element to be diagnosed (IED), and has the same origin
of activation. This means that the same sources of energy activation that ensure the
operation of the IED during its operation are required for diagnostics. The short
duration of operational diagnostics reduces its effectiveness. Diagnostic digital
information often has various analog signatures [2]. Thus, it is possible to detect
unfavorable malfunctions in the IED and determine its faulty operating state from the
signature.

Observation of nonlinearity has specific measurement of ambiguous, since cannot
a single. These are necessary functions, up the defining degrees, derivatives of higher
ones. As for inertial, the corresponding inertial IEDs carried out the activation their
input in the energy conversion and begin to operate. Transient integral characteristics
reflect local macro-characteristics of the manifest and hidden impulse changes.
The form of g() physical obtain during electrophysical transformation of electrical
components, is an 1st a non-linear [3,4].

General model structure.

II. CONVERSION OF AN INPUT VECTORS SET FOR
MICROCIRCUITS DIAGNOSTICS

The transformation of the input set of vectors into eigenvectors was carried out
simultaneously by Karhunen and Loeve [5-7]. Let X be an n-dimensional random

vector, then X can be exactly represented by a distribution

X = Z Y& = BV (1)
¢ =[e,..2,] (2)
3

The matrix @ is deterministic and consists of n linearly independent column vectors:



le| = 0. 4)
Accordingly, linear combinations of the columns of the matrix @ form an n-
dimensional space that contains X. The columns of the matrix @ are called basis

vectors. These columns must be orthonormal, i.e
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If the condition of orthonormality is fulfilled, then as follows:
y=®TXi=1, ..mn (6)

If m (m<n), then following formula can be used to estimate the vector X (at the same

time, the unknown components of Y are replaced by preselected constants):

X(m) =i;.~,-¢—,-+ i b; ®;. (7)
i=1 i=m+1

Without restriction of commonality, we can assume that only the first m components

Each set of base vectors and values of constants corresponds to some value £%(m). It
is necessary to choose them in such a way as to minimize £2(m). The optimal selection

of b; constants is performed as follows:
b; = Ely;} = #TE(R). (8)

ZIED,- = APy, (9)
That is, the optimal basis vectors are the eigenvectors of the covariance matrix .

Thus, the minimum root mean square error is equal to

n

Emlogn = Y A (10)
In pattern recognition tasks,l tr:é coefficients yi,...,yn Of this distribution are
considered as features representing the observed vector X.
These features have the following useful properties [7].
In other words, X, and #: are normalized eigenvalues. However, the
transformation [7] must be justified from a physical point of view, since the
statistical properties of the vector Z, including the covariance matrix, are completely

different from the statistical properties of the vector X.



The study of nonlinearity was carried out for the integrated microcircuit (IMs) of

the TDA2593 synchroprocessor. Dependences of nonlinearity on module and phase
for IMs obtained by the method [3]. Dependencies on the components of cosine
F.[a2 (Uo)] and sine Fs[a, (Uo)] are calculated according to the Karhunen-Loeve
distribution (KLD) [4].
The number of required basic vectors m allows to determine the dimension of the
space of features with a given decomposition error g2(m). The base vectors
themselves are the statistical characteristics of defective and suitable microcircuits,
and the expansion coefficients are spatial coordinates.

For greater clarity, the Hilbert space is replaced by the Euclidean space. In the
two-dimensional Euclidean orthonormal space (m=2, &*(m)=8%, n=100),
intersections of the images of many suitable and defective chips, selected a priori
based on expert data, were observed. At the same time, the KLD coefficients of
suitable microcircuits were mainly located near a circle of unit radius, and defective
ones shifted to the middle of the circle (Fig.1,a).

When adding the third basis vector (m=3, 2(m)=2%, n=100), the orthonormal
space of cosine vectors is transformed into a hemisphere on the left, and sine vectors
on the right (Fig.1,b). The points of the reflected suitable chips lie in the near-surface
layer of a sphere of unit radius, and the reflections of different defective ones almost

do not intersect.
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Fig.1.Geometric interpretation of KLD for microcircuits [4]: a) in two-dimensional
orthonormal space of vectors; b) in three-dimensional orthonormal space of vectors;
¢) the projection of this space onto P1 in the two-dimensional Euclidean orthonormal
space (on the left — for the cosine component, on the right — for the sine component);
d) projection on P2 (with overlapping axes for cosine and sine components),

e) projection of this space on P3.

When adding the third basis vector (m=3, 2(m)=2%, n=100), the orthonormal
space of cosine vectors is transformed into a hemisphere on the left, and sine vectors
on the right (Fig.1,b). The points of the reflected suitable chips lie in the near-surface
layer of a sphere of unit radius, and the reflections of different defective ones almost
do not intersect. The decomposition of volumetric hemispheres made it possible to
create a simple algorithm for recognizing serviceable and faulty IMs (Fig.1, c-e).

In reality, the space of non-linear basis vectors is an eight-dimensional ellipsoid.
Displaying it in Euclidean space does not interfere with the natural classification of
faulty and potentially unreliable microcircuits as small spheres in the middle of the
main hemispheres (Fig. 1, b).

Experiments.
USAGE OF NEURAL NETWORKS FOR THE MICROSERCUITS
CLASSIFICATION IN MATLAB

Processing of the complex of biharmonic influence was carried out on 164 IMs
[3,4]. The analog signatures were transformed into discrete vectors, then processed by
the KLD method. The following algorithms were selected for training MLP in the
MATLAB software package with its library Neural Network Toolbox [8-10]:
Bayesian regularization or learning a function based on backpropagation of the error
using Bayesian regularization [12]; gradient descent backpropagation method; back
propagation; combined iterations; elastic backpropagation or inverse elastic
distribution. The results of learning neural networks: MLP, self-organized map, RBF
networks are given below. International types errors - MSE, MAE, MSEREG,

MAE - were used as a criterion for assessing the accuracy of training [11].



Training a Multiplayer Perceptron for IMs

Tablel

Educational function trainbr

logsig- logsig- logsig

Number 10E-5 Epochs, | Learning
of classes | MSE | SSE | MSEREG | MAE unit time, s
2 1.4 | 4200 1.8 1100 52 24
3 3 8000 3 2100 62 33

The most important advantages of probabilistic networks are that they are faster and
easier to train than backpropagation networks. When training a PNN network, time
Is spent almost at the input. The disadvantage of the network is its size, since it
actually contains all the training data and requires a lot of memory, which can reduce

speed of operations [11-13].
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Fig.2. The results of RBF network training: a) spatial image of the elements of the
obtained KLD matrices for microcircuits; b) projection of the received KLD matrices
for microcircuits onto the XY plane; c) onto the YZ plane; d) onto the XZ plane.

When using the Kohonen map, the neurons of the active sphere have a regular
structure. Such maps are often used for clustering graphic images and audio signals,
as well as for rich information processing. The map is implemented as an
announcement (Fig. 3).The best reliability of the microcircuits’ classification
(83,7%) can be achieved for gridtop topology with mandist distances and steps=30.
And the best result of chip rejection is provided by MLP and RBF neural networks
(pnn), when trained with a teacher (> 90%).
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Fig.3. Topology gridtop: a) the principle of forming distances between

adjacent clusters: b) classification of samples with mandist distances.

Conclusions.  The task of fault tolerance increasing using improving of electro
physical methods of diagnostics with neural technologies was solved.

The Karhunen-Loeve distribution for information transformation provides a simple
algorithm for learning and recognizing the technical and physical state of IT structure
components using neural networks in the MATLAB environment.

The observed information signs increase the diagnostic capabilities of technical
methods for diagnosing the element base of an IT structure in identifying hidden
defects, potential instability and unplanned degradation processes.
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PO3SIIUPEHA AHOTAIIA

Ounena CaBuyk, ApreM MapTHHIOK
BUKOPUCTAHHA NIATHOCTUKUA JIJIA TIOKPAIITEHHA
BIZIMOBOCTIMKOCTI EJJEMEHTHOI BA3U IT-CTPYKTYPU

AKTyaJlbHICTHL TeMH AocHigxeHHs. [Iporec MOCTIHOTO BIOCKOHAJICHHS Ta
oHOBJICHHs cydacHOi IT-cTpykTypu Ta ii enemenTHoi 6a3u (Eb) Mae ctoxacTuuHuit
XapakTep, TOMy MpHU JIarHOCTHUII TEXHIYHOTO CTaHy AOCHIIKYyBaHOi [T-cTpykTypun
Ta/ab0 1i KOMIIOHEHTa HeOOX1Ha OUIbIIAa JOCTOBIPHICTH, 3@ JIONIOMOIOI0 SIKOi JesKi
JIaH1 TIPO BJIACTUBOCTI JIOCIIKYBaHOTO 00'€KTa MOKHA BU3HAYUTH.

AKTyaJIbHI HAYKOBIi JTOCJIKEHHSI Ta aHAJI3 nmpodJieM. Y 3B 53Ky 3 PO3BUTKOM
HEHPOMEPEKEBUX TEXHOJOTIA OTPUMAIM PO3BUTOK HOBI BHCOKOTEXHOJIOT1YHI
HaIpsSMK{A B TEOpii HAAIMHOCTI Ta JIarHOCTUKH KOMIIOHEHTIB IT-cTpykTypH, mo
CIIPUSLIIO MIBUILEHHIO BIJIMOBOCTIHKOCT1 OCTaHHIX.

IMocranoBka mpo6aemu. 1. OO0yMoBIOBaTH B JaHUW 4ac 1 1A€HTU(]IKyBaTU
BHYTPIIIHIN CTaH TEXHIKHU MiJ 4Yac BUKOHAHHSA. 2. BicTeXeHHs MICIIE€3HAXOMKEHHS
JUIsL HecmpaBHOTO cTaHy. 3. BuKoHaTu aiarHOCTHKY ©Oa3zoBoro enementa [T-
CTpYKTypH. Bukopucraty HEWpoHHI Mepexi i Kiacudikailii JOCHiIKEHOTO
enemeHTa. 4. 3 WMOBIPHICHUX MIPKYBaHb Nepen0adyuTH mpouecu B enemMeHTi [T-
CTPYKTYPH, K1 PU3BEIYTh 10 HeOKAHUX 3MIH TEXHIYHOTO CTaHYy.

BuainieHHsT HeIOCHiIKeHHMX YACTHH 3arajbHoi mpoodJgemu. Hespaxarouum Ha
3HAYHY KUIBKICTb POOIT, NPHUCBAYEHUX 3aCTOCYBAHHIO HEHUPOHHUX MEpEex st
nocmimkeHHss IT-cTtpykryp, mpobieMa MmiaBUIIIEHHS BiAMOBOCTIHKOCTI €JIEeMEHTHO1
6a3u IT-cTpyKTyp 3aIUIIAETHCS HENOCTaTHHO BUBYEHOMO. [IpruoMy aJisi KOKHOTO
TUITy €JIEMEHTHOI 0a3u HEOOXITHO MPOBOJUTH OKpPeME JOCII/DKEHHS 1 OKpEeMHA
miaoip mapaMeTpis.

IlocranoBka 3aBaaHHs. BuOip Tumy HEWpOHHMX MEpPEX, METOAIB 00poOKU
HAaKOMMWYEHUX JaHUX JJIs MABUIICHHS SKOCTI Ta JOCTOBIPHOCTI pe3yJbTaTiB
JIarHOCTUKM Ta iX JIOCHIIPKEHHS Ha MPHUKIAJax peajizallii mpolecy A1arHOCTHKU
enemeHTHOi 0a3u IT-cTpykTypu, B ToMy uuchi iHTerpaibHux Mikpocxem (IMC). 3

HMOBIPHICHUX MIPKyBaHb CIIPOTHO3YBAaTH B HHOMY IPOLIECH, SKI MPHU3BEAYThH [0



He0a)XaHUX 3MIH TEXHIYHOrO cTaHy einemeHTa I[T-cTpykTypu, 1 BHAQINTH Iei
€JIEMEHT, IO CIPUSE MABUIICHHIO BIIMOBOCTIHKOCTI eeMeHTHOi 0a3u 1 Beiei IT —
CTPYKTYpH.

BuksiaganHsi 0CHOBHOI0 MaTepiaJry.

Bupimeno 3aBmaHHs MiABUIIEHHS BiIMOBOCTIMKOCTI INIISXOM BIOCKOHAJICHHS
eNeKTpOo(dI3UYHUX METOMIB JIIarHOCTHKU HeWpoTexHosorisiMu. [IpornoHoBaHo
posnomin Kapynena-JloeBa s TMEpEeTBOPEHHS Ta CTUCHEHHS J1arHOCTHYHOT
iH(opmMmarii , mo 3ade3nedye MPOCTUM aITOPUTM JIJIi BUBUCHHS Ta PO3Mi3HABaHHS
TeXHIYHOTO Ta (HI3UYHOTO CTaHy KOMMIOHEHTIB IT-CTpyKTypu 3a JOMOMOTOIO
HelWpoHHUX Mepex y cepenoBuillt MATLAB.

CnocrepexxyBani 1HMOpMaIliiiHi 03HaKU MiABUIIYIOTH J1arHOCTUYHI MOXKIJIMBOCTI
TEXHIYHUX METOJIB J1arHOCTUKU €JIeMeHTHOI 0a3u [T-CTpyKTypu 100 BHUSBICHHS
PUXOBaHUX Je(EKTIB, MOTCHIIIHHOT HECTaOUIBPHOCTI Ta He3aIUIAaHOBAHUX IPOIIECIB
nerpaaarii.

BucnoBku. Posrnsgmaerbess iesd  OTpUMaHHS — J1arHOCTUYHOI  1H(OpMalii
enemeHTHoi 0aszu IT-ctpykrypu. Mg mnigBuineHHs HajidHOCTI eneMeHTiB [T-
CTPYKTYpH MPOIMOHYETHCS MOMEPEIHBO COPTYBATH KOMIIOHEHTH €TIEMEHTHOI 0a3u 3a
TEXHIYHUM cTaHOM. [IpoBeneHo knacudikaiilo Ta COPTYBaHHS KOMIIOHEHTIB 3a
TeXHIYHUM cTaHoM y cepenoBuilli MATLAB 3 BukopuctanHsM HeipoMepeKeBoi
TEXHOJIOT1i, [0 CIPHSIE MOJATBIIOMY MiABUIIEHHIO BIAMOBOCTIKOCTI IT cTpykTypH
B LIIJIOMY.

Ku1r04oBi cJjioBa: BiAMOBOCTINKICT, HEHPOMEPEKEB1 TEXHOJOT11, 11arHOCTYBaHHS,
enemeHTHa 0a3a | T-cTpykTypu.
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